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Preface

he purpose of this text is to describe and explain

research methods in clinical psychology but the

issues and methods are relevant to other areas as
well, such as counseling, educational, health, and school
psychology, psychiatry, social work, and nursing. The top-
ics within each of these areas span theory, research, and
application. Consequently, many of the methodological
challenges are shared. The text elaborates the methods of
conducting research and the broad range of designs and
practices for developing a sound knowledge base. The
intended audiences are individuals who design and con-
duct research and who read research and wish to discern
what can and cannot be concluded based on how that
research was conducted.

Research in clinical psychology and other disciplines
Ihave mentioned span well controlled laboratory settings as
well as applications in clinic, community, and field settings
where less control is allowed and the slings and arrows
of everyday experience can interfere with drawing clear
inferences. An in-depth understanding of methodology is
of great importance because of the range of influences in
clinical and applied research that can obscure the results.
These influences cannot be used as an excuse for poorly
designed research. On the contrary, the subject matter and
the diverse ways in which research is conducted require a
grasp of the underpinnings and nuances of design so that
special arrangements, novel control conditions, and meth-
ods of statistical evaluation can be deployed to maximize
clarity of our findings. Methodology, including the under-
lying tenets and specific practices, permit the combination
of rigor and ingenuity as a defense against the multitude of
influences that can obscure the relations among variables.

Clinical psychology encompasses a variety of topics
including the study of personality, assessment and pre-
diction of psychological functioning and positive adjust-
ment, etiology, course, and outcome of various forms of
psychopathology and their cognitive, social, and cultural
neuroscience underpinnings, and the impact of interven-
tions (treatment, prevention, education, and rehabilita-
tion). Many issues of contemporary life have added to the
range of research topics, as witnessed by the strong role
that psychology plays in research on health, interpersonal
violence, crime, trauma, homelessness, and substance use
and abuse. Also, family life and demographic characteris-
tics of the population have changed (e.g., increases in teen-
age mothers, single-parent families, blended families, and
same-sex parenting; shift in population with more elderly
who are physically active). Each of these and other changes

has spawned rich areas of study directly related to under-
standing mental and physical health. Cultural and ethnic
issues increasingly are recognized to play a central role in
understanding variation in core psychological processes
as well as adaptive and maladaptive functioning. These
changes have made the substantive focus of psychological
research in general very rich. Substantive foci and findings
are very much intertwined to research methods and chal-
lenges to address these questions in an evolving society.

Methodology

Methodology as a broad overarching topic is divided in
this text into five areas:

® Research Design,

e Assessment,

¢ Data Evaluation and Interpretation,
e Ethics and Scientific Integrity, and

¢ Communication of Research Findings.

These areas help organize many issues as they emerge
in the planning and executing research from the develop-
ing the research idea, selecting methods, procedures, and
assessment devices, analyzing and interpreting the data,
and preparing the written report of the results. While there
is an obvious sequence in planning and executing research,
ethical issues in the treatment of participants and scientific
integrity pervade all facets of methodology and before,
during, and after a study is conducted. At each stage of
research, underlying principles, options strategies, and
guidelines are presented. Connections are made as well to
convey how one facet of a study we have discussed (e.g.,
research design, assessment) influences another (e.g., ethi-
cal issues, communication of findings).

Many methods are covered as for example illustrated
with major design options (e.g., true experiments, quasi-
experiments, observational studies, single-case experi-
ments for clinical use, qualitative research) and modalities
of assessment (e.g., objective and projective measures,
behavioral measures, neuroimaging). The goal is to convey
the range of options so that one can move from hypotheses
to design in different ways but also to consider strengths,
weaknesses, and trade-offs in electing specific strategies.

Overall, methodology is addressed from multiple
perspectives or levels of analysis. First, methodology is a
way of thinking, problem solving, and approaching sub-
stantive questions. This focus emphasizes the commitment

Xiii



Xiv Preface

to overarching principles that guide science and how we
describe and explain data. Second and related, there are
many specific concepts that direct our attention of what to
consider and what facets of a study are likely to emerge
as problems that interfere with obtaining clear informa-
tion from our data collection. These concepts help us move
from general abstractions of developing a research idea to
considering the many conditions that form a study. Once
these specific concepts are known, it is possible to evaluate
virtually any scientific study. Also, the specific concepts we
raise direct our attention to and anticipate a range of well-
known biases and pitfalls.

Third, and as expected, methodology includes scores
of specific practices from sampling, assigning subjects,
matching, selecting data analyses, handling missing data,
and so on. The text covers these in detail but in the process
reflects back on underlying principles and specific con-
cepts we are trying to address. It remains critical at each
stage and with specific practices to keep in mind what we
are trying to accomplish and why. That connection can
open further options as to what we can do to strengthen
the inferences we wish to draw from a study.

Finally, methodology is evolving within psychology
and the sciences more generally. Of course, one can find
stability in methodology. Random assignment of subjects
to groups or conditions, when possible, is still wonderful.
Yet, much of methodology continues to change. The stan-
dards for what constitutes a “good,” “well controlled,”
and important study continue to evolve, the range of
options for measurement, the use of technology and the
Web in conducting studies and expanding beyond the
usual range of participants, how participants in research
subjects ought to be informed, treated, and protected, and
what constitutes conflict of interest among investigators.
The text covers many of the changes and the broader point
that methodology is not at all static.

The text emphasizes the importance of methodologi-
cal diversity in science and of course specifically psy-
chological science. There are multiple methodologies in
research and the focus, yield, and contributions of these
vary. We usually learn in our training the importance of
experiments based on groups, comparison of group dif-
ferences, null hypothesis testing statistical evaluation, and
so on. This is the emphasis of the present text because this
is the dominant paradigm and students ought to master
the strengths, methods, and weaknesses. There are other
and methodologies and approaches; they are mentioned
because they are important in their own right in relation
to topics studied in clinical, counseling, educational, and
other areas of psychology. Also, the methodologies convey
and place into sharper focus many research practices we
currently take for granted as the only paradigm for empiri-
cal science.

Methodological diversity is central to research for yet
another reason. The methods we select among the many
options available, how we frame the question, the groups
we include, and the ways we decide to measure key con-
structs directly affect the answers we obtain. It is not the
case that every answer to every question will change
depending on our methods. Even so, it is important to
understand that different answers can be readily achieved
with different methodological tools and decisions. This
is not a “problem.” The different methods we use often
reveal different facets of a phenomenon, a point illustrated
as we present different methods.

Overview of the Text

Research includes several stages as an investigator moves
from identifying the research question; translating that
into a specific study; addressing potential sources of influ-
ence, which could obscure interpretation of the results,
to obtaining, evaluating, and interpreting the data. Each
of these and many intervening steps are points, and each
decision has its own implications and trade-offs in terms
of the final product. The principles of methodology tell us
what we are trying to accomplish at the decision points
and the procedures and practices help us concretely devise
and implement the study.

The text describes and evaluates diverse research
designs, methods of assessment, and many procedures
and the rationale for their use. The goal is to be of concrete
help to individuals who are designing studies and evaluat-
ing the studies that others have completed. This is not a
recipe text with specific procedures and ingredients from
which someone can simply select. Each practice serves a
purpose, and it is important to understand what that is
and what trade-offs there might be in selecting one prac-
tice versus another.

Chapter 1
This chapter provides an overview of the text and intro-
duces the topic of research design as used in clinical

psychology.
Chapters 2 & 3

Methodology includes arranging the circumstances of the
study so as to minimize ambiguity in reaching conclu-
sions. Many of the factors that can interfere with drawing
clear conclusions from research can be readily identified.
These factors are referred to as threats to validity and serve
as the basis for why and how we conduct research—
psychological research specifically but all scientific
research more generally. Types of experimental validity
and the factors that interfere with drawing conclusions
serve as the basis for Chapters 2 and 3.



Chapter 4

The investigation begins with an idea that becomes trans-
lated into a specific question or statement. Yet, how does
one develop an idea for research? Ideas come from many
places. Chapter 4 discusses sources of ideas in different
ways including the role of theory and types of research
(e.g., basic, applied, and translational research). Also, the
topics of what makes research interesting and important
are discussed. Finally in this chapter is a guide for obtain-
ing the research idea and then moving to the next steps to
develop the study.

Chapter 5

The design or how conditions are arranged to test the
hypothesis is an initial pivotal decision in moving from
an idea to a study. Chapter 5 discusses different design
options and arrangements including true-experiments
and quasi-experiments and how they address the threats
to validity. Also, group designs begin with deciding who
will be the subjects or participants in research (e.g., college
students, online sample from the Web, clinical population).
This chapter considers different options and factors that
guide participant selection and the critical role of diversity
(e.g., ethnicity and culture) because of their influence on
what is being studied.

Chapter 6

Control and comparison groups in a study obviously are
pivotal and determine what can be concluded in a study.
Different types of control groups, especially in the context
of experiments and the evaluation of interventions, are
presented. Each type of control or comparison condition is
associated with the type of question the researcher wishes
to ask but also may involve ethical and practical issues
that guide the decision as well. Chapter 6 discusses several

types of control and comparison groups and the consider-
ations that dictate their use.

Chapter 7

A great deal of research is based on understanding vari-
ables that cannot be manipulated directly, as illustrated,
for example, in the study of individuals with different
characteristics (e.g., clinical disorders, experiences, and
exposure to events—natural disasters such as hurricanes
and human-made disasters such as war). Observational
designs (case-control and cohort designs) in which indi-
viduals are selected and evaluated concurrently or lon-
gitudinally are presented in Chapter 7. These designs are
quite powerful in identifying antecedents (e.g., risk factors
to some outcome such as a mental or physical health prob-
lem, dropping out of school, criminality) and even possible
causal relations. There are multiple design options, con-
trol procedures, and strategies to optimize the yield from
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designs in which variables of interest cannot be manipu-
lated and controlled experimentally.

Chapter 8

Although experimental designs usually consist of group
studies, causal inferences can be drawn from the study of
individuals or a small number of individuals. Single-case
experimental designs provide a methodology for draw-
ing inferences that can be applied both to individuals and
groups. The designs expand the range of circumstances in
which can conduct evaluations, especially in circumstances
where control groups are not available and one is inter-
ested in evaluating an intervention program. Chapter 8
presents special design and data-evaluation strategies that
characterize single-case experimental research.

Chapter 9

The vast majority of research within psychology is within
the quantitative tradition involving group designs, null
hypothesis testing, assessment on standardized scales
and inventories, and statistical evaluation in the form of
null hypothesis testing. From a different tradition and
approach, qualitative research methods alone but also
in combination with quantitative research are enjoying
increased use in psychology and social sciences more
generally. Qualitative research is a scientifically rigorous
approach and makes a special contribution to knowledge,
usually by intensively studying a small number of subjects
in depth. The goal is to capture the rich experience of indi-
viduals in special circumstances and to go well beyond
the knowledge that can be obtained by questionnaires
and fixed measures. Chapter 9 provides an overview of
the qualitative research, conditions to which the designs
are suited, and illustrations to convey the contribution
to developing the knowledge base. Qualitative research,
along with the prior chapter on single-case research, also
places into perspective the dominant model of quantita-
tive and hypothesis testing research and expands the
range of options from those commonly used to address
important research questions.

Chapter 10

The chapters now move from design strategies to measure-
ment. Chapter 10 focuses on the underpinnings of assess-
ment to establish key considerations in selecting measures
for research and interpreting the measures that are pre-
sented in articles we read. Core topics of assessment are
included such as various types of reliability and validity,
the use of standardized versus nonstandardized measures,
and assessment issues that can influence the conclusions
one can reach from research. Useful strategies (e.g., select-
ing multiple measures, measures of different methods) and
their rationale for improving research also are discussed.
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Chapter 11

The varied options for measurement are discussed in
Chapter 11. These options or assessment modalities
include large families of measures such as objective, pro-
jective, observational, psychobiological measures, and
other types as well. The chapter illustrates specific mea-
sures but is more concerned about conveying the different
modalities and their strengths and limitations. In addition,
the chapter encourages drawing from different types of
measures in any one study to strengthen the conclusions
that can be drawn.

Chapter 12

Special topics in assessment are covered in Chapter 12. The
chapter begins by discussing ways on assessing or check-
ing on the impact of experimental manipulations on the
participant. These measures focus on whether the manipu-
lation was perceived by or registered with the participants
and are not primary outcomes or dependent variables.
Assessment of the manipulation raises important issues
to strengthen a study but also special considerations that
can influence interpretation of the findings. Another topic
in the chapter is measuring the practical or clinical signifi-
cance of change that goes beyond the usual measures.

Chapters 13, 14, & 15

The next chapters turn to data evaluation. Null hypoth-
esis and statistical testing serves as the dominant model
in scientific research in social, natural, and biological sci-
ences and of course including clinical psychology, coun-
seling psychology, education, and other areas with basic
and applied research questions. Mastery of the approach
is essential. Chapter 13 evaluates the rationale of this
approach and strategies to strengthen research within
the tradition of null hypothesis testing. Common ways in
which the results of research misinterpreted (“my results
were almost significant; pretty please let me sort of say
that they are significant”) and failures to replicate the find-
ings of others in light of statistical testing and binary deci-
sion making (significant or not) are also presented. Despite
the dominance of null hypothesis testing, there is a long
history continuing today firmly objecting to using the
approach. Mastery of the approach requires knowing the
objections and possible ways of addressing them. In addi-
tion, an alternative way of doing research (e.g., Bayesian
analyses) is highlighted to convey another option from
null hypothesis testing.

Data evaluation has many practical decision points
related both to describe the sample and to draw infer-
ences about the impact of the manipulation of interest.
Chapter 14 discusses presentation of the data and using
supplements to statistical significance testing (e.g., mea-
sures of strength of effect, confidence intervals) to elaborate

the findings. Key decision points, multiple options, and
sources of bias are highlighted in relation to such topics
as handling missing data and deleting subjects from data
analyses. Exploring one’s data is also discussed to deepen
one’s understanding of findings but primarily as a guide
to further hypotheses and studies. Chapter 15 focuses
on interpretation of the findings of an investigation and
common issues and pitfalls that emerge in moving from
describing and analyzing the results to the interpreting of
those results. This chapter also discusses so-called nega-
tive results, i.e., the absence of differences.

Chapters 16 & 17

Ethical issues and scientific integrity form the basis of
Chapters 16 and 17, respectively. Although the topics over-
lap, I have treated them separately to permit their detailed
treatment. For purposes of presentation, I have delineated
ethical issues as the responsibilities of the investigator
in relation to participants in research. The ethical issues
chapter covers such key issues as deception, debriefing,
invasion of privacy, informed consent and assent, with-
holding treatments, and presenting treatments of ques-
tionable effectiveness. Also, professional guidelines and
codes along with federal regulations to guide protection
of subjects are presented. Scientific integrity is delineated
as the responsibilities of the investigator in relation to the
research enterprise, science, and public trust. Issues that
are covered include fraud, questionable practices that can
distort findings, plagiarism, sharing of data, and conflict of
interest, and jeopardizing the public trust. Here too there
are professional guidelines and regulation to guide us. The
chapters convey that ethical issues and scientific integ-
rity are core features of research and emerge at the stage
of developing the research proposal long before the first
subject is run. In addition, ethics and scientific integrity
are vibrant areas of activity in part because of greater pub-
lic awareness of science and lapses in ethics or integrity
but also because novel situations are emerging (e.g., “big
data,” findings that can be used for the public good or ill).
These new situations raise the need for deliberation and
new guidelines to ensure protection of subjects.

Chapter 18

Completion of a study often is followed by preparation of
a written report to communicate one’s results. Communi-
cation of the results is not an ancillary feature of research
methodology. The thought and decision-making processes
underlying the design of a study and the specific methods
that were used have direct implications for the conclusions
that can be drawn. Preparation of the report is the investi-
gator’s opportunity to convey the interrelation of the con-
ceptual underpinnings of the study and how the methods
permit inferences to be drawn about those underpinnings.



Chapter 18 discusses the written report and its preparation
in relation to methodological issues presented in previ-
ous chapters. The special role that methodological issues
and concerns play in the communication and publication
of research is highlighted. Questions are provided to help
guide the write-up of research on a section-by-section
basis. Also, the journal review process and the different
fates of manuscript will be of interest to those who develop
research or read published articles.

Chapter 19

The text ends with closing comments that discuss the
interplay of the five areas of methodology covered in prior
chapters, namely, research design, assessment, data evalu-
ation, ethical issues and scientific integrity, and communi-
cation of findings. The chapter conveys that substantive
and conceptual issues and methodology are deeply inter-
twined. Methods used to study a phenomenon actually
can contribute to the specific findings and conclusions.
Consequently, the chapter underscores the importance of
methodological diversity, i.e., the use of different methods
(e.g., designs and measures) because different methods
often elaborate different facets of a phenomenon of inter-
est and produce different findings. The student who has
completed and mastered the text will not need any simple,
summary, nutshell rendition of how to develop and design
the almost perfect study. Even so, at the very end of the
chapter, there are simple guidelines for applying all that
has been learned in a format that, hopefully, will assist any
person designing his or her first study, or planning a proj-
ect or grant.

New to the Edition

The revised edition of the text includes scores of additions
and changes to reflect the evolving and dynamic nature of
psychological science and methodology and ways of carry-
ing out studies. Many such changes of this type addressed
in this text, compared to prior editions, include greater
attention to:

e How to develop a research idea and what makes a
research study interesting and important;

¢ Use of technology and Web-based methods to conduct
studies;

¢ Cultural and ethnic issues and how and why they are
essential to integrate into research;

® Decision making in analyzing the results and points
where bias often is introduced;

¢ Ethical issues and scientific integrity and their perva-
sive role in the research process from beginning to end;

¢ Publication bias, “negative” results, and current priori-
ties related to replication; and
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e Changes in the publication and communication of
research that can affect both researchers and consum-
ers of research.

I mentioned technology and its role in research design.
Novel and emerging topics related to technology includ-
ing secondary data analyses on a large scale, “big data,”
tracking individuals and connecting data (e.g., social
network, GPS tracking of smart phones, monitoring pur-
chases on the Internet), and the nature of publication of
research (e.g., predatory journals, ghost authors) raise all
sorts of new opportunities (e.g., assessment in real time,
feedback to subjects in their everyday life) and problems.
Several such topics have been expanded in the revised edi-
tion along with the many of the challenges (novel ethical
issues, ways of reducing fraud).

Apart from additions, each chapter was revised and
updated. An effort was made to retain classic references
and references to leaders in statistics and methodology
whose names ought to be known and recognized because
of their roles in developing methods that we currently
use. Also, many key topics of research were retained (e.g.,
moderators, mediators, and mechanisms) but updated in
light of changes in research. Throughout the text examples
are provided to illustrate key points. The examples draw
from classic (old) but mostly new studies and from clinical
and other areas of psychology.

For the illustrations of all components of methodol-
ogy,  have drawn examples from natural, biological, and
social sciences, in addition to psychological and clini-
cal psychological research. The purpose in drawing from
diverse fields is four-fold. First, psychology is recognized
as a hub science, i.e., a field from which many other disci-
plines draw including education, medicine, law, econom-
ics, and public health. Our substantive findings as well as
our methods routinely are drawn upon. This allows illus-
trations of what is important in methodology to connect
with other areas of research. Many of the central issues and
concerns specific to areas of this text (e.g., clinical, coun-
seling, educational psychology) are common among many
disciplines. Seeing a methodological issue or practice in
different contexts can lead to better understanding as well
as increase options for how we address the matter in our
studies.

Second, disciplines often approach topics somewhat
differently. For example, there are currently new and
evolving guidelines regarding the use of placebos in medi-
cine. The ethical issues and new guidelines developed to
address them raise critical points in psychological research
in relation to the various control and comparison groups
we use (e.g., in evaluating the effects of psychotherapy or
a community intervention to improve nutrition). In fact,
guidelines and regulations often drawn for research in one
area or discipline spill over into other areas as well. Seeing
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emergent issues in other areas can deepen our understand-
ing of many practices that are required in our research.

Third, psychologists (and scientists in general) increas-
ingly are involved in collaborative arrangements with
researchers from other disciplines. Indeed, many of the
examples are drawn from just such instances. Thus meth-
odologies from varied disciplines move back and forth to
influence each other. Drawing examples from diverse dis-
ciplines helps to convey the methodological diversity, the
range of options are available in research, and some of the
advantages of collaborating to study phenomena of interest.

Finally, many fascinating examples from diverse areas
can illustrate key points to bring methodology to life. For
example, methodology is illustrated with examples on
such topics as sports, sexual attraction, bullying in the
schools, the effects of wine and religion on health, what
stress can do to our immune system, cancer cures that
could not be replicated, abstinence programs in the schools
and their effects on sexual activity, racism and discrimina-
tion in research, interpersonal violence, and self-injury, so
on. The purpose goes beyond the effort to make methodol-
ogy engaging. Methodology is the core of key topics of our
daily lives and is relevant. Stated another way, methodol-
ogy is not merely a text on how to do or interpret stud-
ies. Methodology underlies the knowledge that we and
others (e.g., policy makers, legislators) rely on to make
decisions for ourselves, family members, or some group
for which we have input or responsibility. Understanding
the strengths and weaknesses of research and nuances are
pivotal. Although there is an ivory tower feature of meth-
odology, as scientists we are in the world and it is impor-
tant to keep the relevance of what we do in mind as we
design, complete, and write-up our research. Stated more
dramatically but also accurately, methodology can be a
matter of life and death and that point demands illustra-
tion and support. It is coming later in the text.

Although many examples draw on topics important
to everyday lives that is not the only dimension on which
current examples were selected. The range of research
from laboratory to applied studies is addressed in sepa-
rate ways. These include the role and importance of non-
human animal studies and their contributions. Research
projects designed to be a proof of concept, for example,
convey how critical methodology is to see what can hap-
pen in principle. Also the range of translational research is
discussed that include the extension of research from the
laboratory to person or patient care (“bench-to-bedside”
research) and from individual person care to community
level intervention (“bedside-to-community” research).

This edition includes teaching aids for the reader and
instructor. First, throughout the text, I have added tables
to provide summaries and aids for the reader. When there
are multiple points that require elaboration (e.g., how to
increase power, types of relations among variables the

investigator may wish to study), it is easy to lose sight of
the key points. The tables are useful study guides once the
individual entries have been elaborated. Second, at the
end of each chapter there is a chapter summary to assist
the reader in reviewing key concepts. Third, there is a list
of readings included at the end of the text that directs the
interested reader to more in-depth presentations of top-
ics; this listing is organized by chapter. Finally, a Glossary
is included at the end of the text to centralize and define
briefly terms introduced throughout the chapters. Special
terms italicized within the text are usually covered in the
glossary as well. Although the text is not overabundant in
terminology, there is value to providing a quick reference
to terms and practices.

REVEL™

Educational technology designed for the way today’s
students read, think, and learn

When students are engaged deeply, they learn more effec-
tively and perform better in their courses. This simple fact
inspired the creation of REVEL: an immersive learning
experience designed for the way today’s students read,
think, and learn. Built in collaboration with educators and
students nationwide, REVEL is the newest, fully digital
way to deliver respected Pearson content.

REVEL enlivens course content with media interactives
and assessments — integrated directly within the authors’
narrative — that provide opportunities for students to
read about and practice course material in tandem. This
immersive educational technology boosts student engage-
ment, which leads to better understanding of concepts and
improved performance throughout the course.

Learn more about REVEL http://www.pearsonhighered.
com/revel

Available Instructor Resources

The following resources are available for instructors. These
can be downloaded at http://www.pearsonhighered.
com/irc. Login required.

¢ PowerPoint—provides a core template of the content
covered throughout the text. Can easily be expanded
for customization with your course.

¢ Instructor’s Manual—includes a description, in-class
discussion questions, a research assignment for each
chapter.

¢ Test Bank—includes additional questions beyond the
REVEL in multiple choice and open-ended, short and
essay response, formats.

® MyTest—an electronic format of the Test Bank to cus-
tomize in-class tests or quizzes. Visit: http://www.
pearsonhighered.com/mytest.
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Chapter 1
Introduction

Learning Objectives

1.1 Justify the indispensability of science

1.2 Report some of the roadblocks in our study
of science

1.3 Examine the methodologies that govern
scientific research

Science is the study of phenomena through systematic
observation and evaluation. A body of knowledge in a
given area is accumulated through agreed-upon methods
about how to obtain and verify that knowledge. Science
also is a special way of knowing. It relies on information
from our experience and encounters with the world. Yet,
it is a more formal way of understanding and evaluating
that experience.

Key processes and characteristics of science are the
use of:

¢ Generating theory or conceptual explanations of the
phenomena of interest

* Proposing hypotheses to test these explanations

¢ Collecting data under conditions and special arrange-
ments (e.g., experiments, natural situations)

¢ Evaluating the data to draw inferences about the
hypotheses

The processes or steps do not need to flow in that
order at all. We might systematically observe a relation
that we did not expect. For example, women who immi-
grate to a country and have their children are more likely
to have a child with autism than are women who are
from the country (i.e., are already there) (Lehti et al.,
2013). That finding has been replicated; so for the
moment, let us assume this is reliable. That finding itself
seems odd and not easy to explain. We now try to under-
stand this.

e What about these mothers or families could explain
the finding?

1.4 Analyze some of the key concepts that guide
scientific thinking and problem solving

1.5 Discuss the importance of Semmelweis’s
usage of a scientific way of thinking to solve
a problem.

¢ Are less healthy moms the ones who migrate?

* Are they just as healthy but the stressors associated
with migration (e.g., perhaps fleeing war zones) lead
to many birth complications?

¢ Does migration temporarily lead to deficiencies in diet
that somehow are involved?

¢ Are there new pathogens (bacteria, viruses) in the new
country to which their immune systems have not
accommodated?

¢ Where to begin?

The answer is developing a plausible explanation (the-
ory) and now testing it. Age and income of the parents or
complications in delivery of the child did not explain the
effect. We turn to other possible explanations and also see if
there is related research that could help. We know that low
intake of folate (B9: a water-soluble B vitamin found in leafy
green vegetables) increases risk of autism and that giving
moms folate supplements decreases incidence of autism. Yet,
diet is only one possibility, and we do not know from the
immigrant study whether there were any dietary differences.
We have our research tasks cut out for us but how wonderful
it will be once we understand because then we can be the
most helpful to prospective parents to reduce or eliminate
the higher risk of autism. In that process, we are likely to
learn about other disorders and the broader impact of parent
practices before and during pregnancy and later child devel-
opment. Perhaps armed with a fuller explanation, we can
greatly reduce the rates of autism among mothers at risk. But
this all began with an observed relation and that enters us
into the key processes that characterize scientific research.
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1.1: Why Do We Need
Science at All?

1.1 Justify the indispensability of science

This is a good question. Four reasons can make the case for
why we need science.

1.1.1: Rationale

Here are the four reasons that make the case for why we
need science.

First, we need consistent methods for acquiring knowledge.

There are many sciences, and it would be valuable, if
not essential, to have the principles and practices con-
sistent. We would not want the criteria for what
“counts” as knowledge to vary as a function of quite
different ways of going about obtaining that knowl-
edge. This consistency is more important than ever
because much of research on a given topic involves the
collaboration of scientists from many different fields to
address a question. They must speak the same lan-
guage, share the same underlying values about how to
obtain knowledge, and agree on procedures and prac-
tices (e.g., statistical evaluation, reporting data that do
and do not support a particular hypothesis). Consist-
ency also is critical within any given scientific disci-
pline. For a given science (e.g., psychology), we would
want consistency throughout the world in what the
standards are for obtaining scientific knowledge—the
accumulation of knowledge from all individuals in a
given field requires this level of consistency. Science
“says” essentially these are our goals (e.g., describe,
understand, explain, intervene where needed, possible,
and desirable) and these are our means (use of theory,
methodology, guiding concepts, replication of results).
Science is hardly a “game” because so many of the tasks
we have are serious. Yet there are rules, and there are
enormous benefits from following them among all sci-
ences and scientists.

Second, science is needed to identify, detect, isolate, and reveal
many of the extremely complex relations that exist in the world.

Casual observation cannot identify the complexities that
we study in science. Science uses special controlled
arrangements to isolate influences that are otherwise dif-
ficult, if not impossible, to detect in everyday life. Also,
science often relies on special methods of assessment
that extend well beyond what our senses could reveal
from normal observation. The complexities of our find-
ings that require this special scrutiny that science pro-
vides are easily conveyed by examples from the natural
and social sciences.

Consider questions and answers that scientific methods
were needed to address:

¢ What is near the boundary of our universe? Well for
starters, a galaxy (system of millions or more stars
held by gravitational attraction) has been identified
that is over 13 billion light years away.

* How did dinosaurs become extinct? Approximately
66 million years ago (give or take 300,000 years), a
huge asteroid (15 kilometers or over 16,400 yards
wide) crashed into the earth (near Yucatan, Mexico)
and led to the extinction of more than half of all species
on the planet, including the dinosaurs. The material
blasted into the atmosphere would have led to a chain
of events leading to a “global winter.”

¢ Are male and female interactions and behaviors
influenced by a woman’s menstrual cycle? The place
a woman is in her menstrual cycle apparently has
effects on her behavior (e.g., selection of clothing,
gait when walking, and the type of male that seems
attractive, and how men respond to all of this). All of
this is out of consciousness but conveys a dynami-
cally changing interaction influenced in part by ovu-
lation cycles.

¢ Exercise can greatly improve mental health, but
how? Consider depression as one example. Exercise
increases a protein in the brain (hippocampus) that
helps the development of neuron and synapses
(neurogenesis) and in the process reduces symp-
toms of clinical depression. These are the changes
also made when antidepressant medication is used
as the treatment.

* Do early harsh environments for children (e.g., expo-
sure to violence, enduring stress, corporal punish-
ment) have any long-term effects? Yes, they can have
many including enduring impairment on the immune
system (ability to ward off infection and inflamma-
tion), and that is considered to be the reason that such
children have premature deaths from serious disease
much later in adulthood.

This random-like sample of findings (each from a
larger literature of multiple studies) is hardly the tip of the
iceberg, and many findings you already know from your
studies fit into the category, namely, they would be diffi-
cult or impossible to discern from casual observation. The
complex findings required very special observation proce-
dures under special arrangements and often using special
math or statistics. The conclusions I list are not discernible
by everyday observation. If you said, you knew all along
there was a galaxy at the boundaries of our universe,
what’s the big deal? Or that of course exercise changes a
specific protein in that area of the brain, you are among a
very small group.



Third, whether the relations are complex or not, for many ques-
tions of interest, we need extensive information (a lot of data) to
draw conclusions.

How to obtain that information (assessment, sampling)
requires very special procedures to yield trustworthy
results. For example, how many individuals in community
samples (i.e., in everyday life) experience some form of psy-
chiatric disorder? To answer this, we need a large sample, a
representative sample, and special procedures (e.g., use of
measures known to be consistent with the information they
provide and to reflect the phenomenon of interest). Approx-
imately 25% of the population in the United States at any
given point in time meet criteria for one or more psychiatric
disorders (Kessler et al., 2009; Kessler & Wang, 2008). That
kind of information cannot be obtained from casual obser-
vation or individual experience. (In fact, based on my infor-
mal assessment from a recent family reunion, I had the rate
closer to 80%.) We need large data sets and systematically
collected data to address questions, and science is needed
to provide the information and in a trustworthy, transpar-
ent, and replicable way.

Finally, we need science to help surmount the limitations of our
usual ways of perceiving the environment and extracting
conclusion.

There are many sources of subjectivity and bias along with
limitations in our perceptions that interfere with obtaining
more objective knowledge, i.e., information that is as free as
possible from subjectivity and bias. How we perceive and
think is wonderfully adaptive for handling everyday life and
the enormous challenges presented to us (e.g., staying out of
danger, finding mates and partners, rearing children, adapt-
ing to harsh and changing environments, meeting the bio-
logical needs of ourselves and family—it is endless). Our
evolution spanning millions of years has sculpted, carved,
sanded, and refined these skills, so I am not dismissing them
here. Yet, those very adaptive features actually can interfere,
limit, and distort information presented to us and do so by
omission (our perception omits many facets of experience
that we do not detect well) and by commission (we actively
distort information on a routine basis).

1.2: Illustrations of Our
Limitations in Accruing
Knowledge

1.2 Report some of the roadblocks in our study
of science

The goal of science is to build a reliable (consistent, replica-
ble) body of knowledge about the natural world (physical,
biological, psychological). Some limitations emerge that
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are merely part of being human that we need to address
and surmount. Here is a brief sample, beginning with some
you already know well.

1.2.1: Senses and Their Limits

Limitations of our senses including vision, hearing, and
smell are familiar examples to convey how we are very
selective in the facets of reality that we can detect. We
consider what we see, hear, and smell to represent reality,
i.e., how things are. In a way what we see, hear, and smell
are reality. Yet, they are very selective. We do not see very
much of the electromagnetic spectrum. We see what is
called (and is amusingly self-centered) “the visible spec-
trum.” Actually, it is not the visible spectrum but is a vis-
ible spectrum, because it is defined as that part of the
spectrum that the human eye can see. We see wonderful
things all of the time, people, colors, sky, sunset, and
methodology texts, all the while knowing intellectually
at least that we do not see it all. We do not see many parts
of the spectrum (e.g., infrared, ultraviolet). Other ani-
mals (e.g., birds and bees and many other insects) see
part of the spectrum we do not see that helps with their
adaptation (e.g., identifying sex-dependent markings of
potential mates that only are visible in ultraviolet light).
The same holds true for sounds and smells; many nonhu-
man animals have senses that evaluate different parts of
the world from those we can experience. Many animals
can hear sounds that we do not hear (e.g., dogs, ele-
phants, pigeons) and have a sensitivity to smell that
vastly exceeds our own sense of smell (e.g., bears, sharks,
moths, bees). More generally, many nonhuman animals
trump our vision, hearing, and smell or have differences
that are not better (more sensitive) or worse but just
different (e.g., seeing different parts of the electromag-
netic spectrum).

These examples are intended to make one point: as
humans we see one part of the world and that is quite
selective. The picture we have of what “is” omits piles of
things that are. (As I write this paragraph, I am listening to
a lovely tune on a dog whistle—I cannot really hear it of
course, but the piece is written by Fido Johnson who has
been called the Mozart of dog composers.) So one reason
for science is to overcome some of the physical limitations
of our normal processing of information. Much of what we
want to know about and see cannot be seen by our ordi-
nary capacities (our senses).

1.2.2: Cognitive Heuristics

Leaving aside physical limitations on seeing, smelling,
and hearing the world, more persuasive arguments of the
need for science come from many areas of cognitive psy-
chology. These are more persuasive in the sense that when
we look at experience well within our sight and capacities
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of our senses we still may have enormous limitations in
how we process that information. You already know the
everyday expression, “seeing is believing;” psychological
research has provided considerable support for the addi-
tional claim, “believing is seeing.” We process the world
in special ways and various cognitive processes have
been well studied. These processes can and often do sys-
tematically distort and lead us to make claims and infer-
ences that do not reflect reality, as revealed by less or
unbiased means.

There are several characteristics of normal human
functioning that reflect how we organize and process infor-
mation. They are referred to as cognitive heuristics and are
processes out of our awareness that serve as mental short-
cuts or guides to help us negotiate many aspects of every-
day experience (Kahneman, 2011; Pohl, 2012). The guides
help us categorize, make decisions, and solve problems.
The heuristics emerge as “bias” when we attempt to draw
accurate relations based only on our own thoughts, impres-
sions, and experience. There are several heuristics (as cov-
ered in the cited references).

Consider the confirmatory bias as an example of one
cognitive heuristic. This heuristic reflects the role of our
preconceptions or beliefs and how those influence the fac-
ets of reality we see, grasp, and identify. Specifically, we
select, seek out, and remember “evidence” in the world
that is consistent with and supports our view. That is, we
do not consider and weigh all experience or the extent to
which some things are or are not true based on the reali-
ties we encounter. Rather we unwittingly pluck out fea-
tures of reality that support (confirm) our view. This is
particularly pernicious in stereotypes, as one case in
point. Thus, if one believes that one ethnic group behaves
in this or that way, or that people from one country or
region have a particular characteristic, we will see the evi-
dence that is supportive—the supportive evidence is
more salient in our mind and memory. Counter-evidence
does not register as salient or if and when it does is dis-
missed as an exception.

1.2.3: Additional Information
Regarding Cognitive Heuristics

Consider one of many lamentable stereotypes that has
been part of our culture, namely that obese people are
jolly, not based on research at all and even refutable.
Furthermore, consider the following: you see eight pen-
sive, mildly mournful obese individuals during your day
and two other outgoing, smiling, and jolly obese indi-
viduals that same day. Our conclusion would not be
(from casual observation) that a few obese people are
jolly, or roughly 20% are. If one believes obese people
tend to be jolly, the confirmatory biases would draw on
the two as, “Aha, I knew it, no surprise here the group is

jolly, but of course there are exceptions” or “those non-
jolly ones probably just were having a bad day.” You
might even blurt out a cliché to even provide further con-
firmation by noting, “the exception proves the rule.” The
technical term for all of this processing is “normal,” and
other terms might apply too (e.g., stereotyping, preju-
dice, discrimination). Yet the coding of information is out
of awareness completely but clearly guides our interpre-
tation of reality. We need science in part to surmount
such influences.

Of course it is quite a legitimate empirical (scientific)
question to ask, for example, whether obese people are
jolly, jollier than nonobese people, handle situations (e.g.,
pain, stress) with more positive outlooks, and so on. No
single study could answer these, but it is interesting to
note in passing that a gene associated with obesity also is
related to depression. Obese individuals tend to have
slightly lower rates of depression in light of a genetic
influence that apparently influences both obesity and
depression (Samaan et al., 2013). This finding is not the
same as showing that obese individuals are walking
around laughing and engage in inappropriately cheery
behavior (e.g., at funerals). And we do not know what
level of obesity (how much overweight, at what age, for
how long) provides the limits of this finding. The point is
that we cannot trust our perceptions in light of a confirma-
tory bias. And this is merely one form of cognitive bias in
which our view, perceptions, and conclusions systemati-
cally depart from what the data in the world would show
if the bias could be controlled in some way. There are
many others that lead us to overestimate one possibility
(e.g., being struck by lightning) or to underestimate others
(e.g., being in a car accident while texting or talking on a
phone while driving).

Cognitive heuristics are not the only set of influences
that guide our perception. Our motivation and mood states
can directly influence how and what we perceive of reality
(Dunning & Balcetis, 2013). Both biological states (e.g.,
hunger, thirst) and psychological states (e.g., mood) can
directly guide how reality is perceived. This is sometimes
referred to as motivated perception or wishful perceiving. For
example, when one feels threatened or angry, one is likely
to see others as holding a weapon rather than a neutral
object (Baumann & DeSteno, 2010). That is, the “reality”
we perceive is influenced by us as a filter, and we are
changing in biological and psychological states that have
impact on what we see, hear, and recall.

1.2.4: Memory

Other examples illustrate how our normal processing of
information influences and distorts. Consider a few fac-
ets of memory, a key topic within psychology. Memory
refers to the ability to recall information and events,



although there are different kinds of memory and ways
of studying them. As humans we believe (and are often
confident) that our memory records reality but research
very clearly shows that we recode reality (Roediger &
McDermott, 2000). That is, more often than not we do not
recall things as they have happened. And this has come
up in many contexts.

First, as we consider stories of our past (e.g., childhood, high
school years) little details and sometimes larger ones get filled in
and become part of our remembered story.

Our memory draws on information for experience of the
external world, but these are filled in with internal pro-
cesses (e.g., imagination, thought). As we recount the
story, we cannot make the distinction between what
in the story actually happened and what did not. Real-
ity monitoring is the name for a memory function that
differentiates memories that are based on external (the
world) versus internal (one’s own thoughts, perceptions)
(Johnson, 2006). Thus, I can separate my imagined phone
call from the Nobel committee (last night’s dream) from
reality (the phone call I actually received yesterday from
my dry cleaner—pick up my shirts or they will be thrown
out). Errors occur when that distinction is not made, and
that is a function of several things including how vivid
the imagined events are and how consistent they are
with the external stimuli. We develop a story or scheme
of an event or what happened and fill in details where
and as needed, and when we recall the event cannot
always distinguish the source. I have a vivid memory of
something at home when I was 6 months or so old. This
is a picture of where I was sitting, who entered the room,
and so on. More likely, I was told related stories about
this event many times and now subjectively I am certain
I can recall this. I can recall this—but it is as likely as not,
the event was registered on my memory by the stories
and not by my direct recall of the event as it occurred, if
it occurred at all.

Second and related, the notion of false memories has been in
public as well as scientific literature.

The interest emerged from the experiences of many clients
in therapy who, over the course of treatment, newly
recalled childhood experience of abuse that was brought
out during the course of therapy. In fact, in several cases it
looks as if the memories were actually induced by the very
process of therapy. This does not mean of course that all,
most, or any given recollection of abuse is false, but we
know that some are and that is just enough. Research has
moved to study false memories—can we induce them in
stories, memory tasks, and laboratory studies (e.g.,
Brainerd & Reyna, 2005)? Yes, in experiments we can even
implant them. And when people recall material in the
experiment, often false memories (things that did not
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occur at all) in fact are recalled and mixed with those that
have occurred.

Finally, consider recall used heavily by the courts in legal
proceedings.

In jury trials, the most persuasive type of evidence is eye-
witness testimony. Juries are persuaded by a witness on
the stand saying he or she saw the defendant do this or
that and perhaps even identified the defendant out of a
line-up as the perpetrator. The reliance of eye-witness tes-
timony makes forensic psychologists want to jump out of
their basement windows because there is now rather
extensive research showing that this type of testimony is
the most unreliable form of evidence and is responsible
for sending more innocent victims to prison than any
other form of evidence (Wells & Loftus, 2013). Well
beyond our discussion are multiple findings that show
that who is identified as the alleged criminal depends on
how questions are presented to a witness, how the line-up
of possible suspects is presented (one at a time, all
together), the time between witnessing the event and
recall, and so much more. Now rather extensive research
not only has shown that eye-witness testimony is fairly
unreliable, but also the many variables that influence
what people recall and its accuracy. In short, coding and
recalling experience, even when vivid and something in
which we are very confident, may not represent what has
happened. We need more reliable tools to codify current
and past experience that surmounts some of our normal
recall and other limitations.

1.2.5: General Comments

Several facets of perception, thoughts, and emotions
influence how we characterize the world, although I
mentioned only a small sample (e.g., only one cognitive
heuristic although there are several; only a few areas of
memory research including reality monitoring, false
memories, and eye-witness testimony while omitting
others). The point was just to convey that as humans we
have limitations that can readily influence conclusions
we reach. These limitations can have little impact (e.g.,
details regarding who was at a social event last month
and who drank and ate what) or enormous impact (e.g.,
who goes to jail or receives the death penalty). Also, we
negotiate life rather well, do not bump into buildings or
each other when walking down the street, put on our
clothing correctly most days, and say “hi” rather than
“goodbye” when we first encounter a friend or colleague
during the day. So we should not distrust our senses,
cognition, and affect. Accumulating scientific knowledge
is another story.

For developing a knowledge base of how the natural
world is, the limitations I have illustrated convey how
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essential it is to develop means to counter normal experi-
ence, perception, memory, and the like.

¢ The challenge is as follows: we know we have limita-
tions in our perception and hence in our ability to
acquire unbiased knowledge without some systematic
set of aids.

e The paradox: we ourselves, with these imperfections,
have the responsibility of developing those aids (meth-
ods) to surmount those limitations.

Methodology is the broad label for principles, practices,
and procedures we have devised to help overcome or
minimize biases that can obscure our knowledge of what
the world is like.

Methodology is invented by people and is hardly per-
fect or flawless. As a human endeavor, most human char-
acteristics and imperfections (e.g., greed, fraud, distortion)
are or can be involved along with so many of our ideal
characteristics (e.g., search for true knowledge, coopera-
tion, interest in helping others, understanding our place in
the universe).

Think of science as a way of knowing filled with
checks and balances. For example one check, arguably the
most important, is repetition of findings by other investi-
gators. This repetition of findings is referred to as replica-
tion. For example, if I find an amazing result and no other
investigator can reproduce (replicate) that after many
excellent tries, my finding is suspect. I am not necessarily
suspected of anything odd, but the finding is not reliable.
Perhaps the finding depended on something none of us
knows about or occurred by chance, fluke, or a bias I did
not detect or control. At this moment in our discussion,
the reason does not matter. But we have to say that my
finding is not to be taken as a reliable finding and we go
on. Perhaps some people replicate my finding but others
do not. This suggests there may be some other condition
or circumstance (e.g., perhaps some characteristic of the
participants? Perhaps how the experimental manipulation
is conducted?) that influences whether the finding is
obtained. More work is needed to reveal if that is true. Yes,
if my study cannot be replicated, that is annoying at the
moment, but we are committed to the process and the last
thing any scientist wants is to squeeze in “false knowl-
edge,” i.e., findings that do not hold up across investiga-
tors, laboratories, and time.

We will say more about replication and all the things
failure to replicate can mean but for now, methodology is
the answer developed by humans to provide the best infor-
mation we can, so that it can be believed, accumulated,
relied on, and repeated.

¢ Methodology does not eliminate bias and problems,
and so a great dose of humility about the process is
just wise.

* Methodology is dynamic and constantly developing
as we learn novel ways in which bias may enter, novel
ways to control that, and better measures of every-
thing we do to monitor how a study is conducted and
to measure constructs we care about with greater
precision.

* Methodology is evolving, improving, and correcting
sources of bias or influences that can interfere with
obtaining knowledge.

e Methodology can contribute enormously to our lives
leaving aside the lofty goals of developing our knowl-
edge base.

I believe you personally value, if not love, methodol-
ogy or will someday, even though you may not know it
yet. (Methodology is love at last sight rather than first
sight.) One hopes that now or in the future you or one of
your relatives will not require treatment (medical, psy-
chological) for a seriously debilitating condition (e.g.,
cancer, stroke, major depression, posttraumatic stress
disorder). Yet for these and many other conditions, there
are evidence-based interventions that can really help.
Those interventions were developed and evaluated with
sound research methods using all sorts of principles,
practices, and procedures we will discuss in this text.
Rarely does casual observation provide the means of
identifying effective interventions. Methodology allows
us to obtain the needed knowledge and that knowledge
often saves lives and makes lives better—our own
personal lives and those whom we love and like. Do you
like methodology now? Me too.

1.3: Methodology

1.3 Examine the methodologies that govern scientific
research

The topic of this text is methodology of psychological sci-
ence with particular emphasis on clinical psychology,
counseling, education, and social sciences more generally
where the goals often include basic as well as applied
research. Basic research refers to our interest in under-
standing the underpinnings of various phenomena—
what, why, when, and how something happens. We may
need to study the phenomenon under highly controlled
conditions (e.g., nonhuman animal laboratory studies).
Applied research refers to our interest in translating our
knowledge toward goals of everyday life and in applied
settings. For example, we want to understand as much as
we can about stress and its impact on functioning and
basic research has elaborated all sorts of features (e.g.,
how stress affects aging, the immune system, onset of
depression) but we are also interested when possible to
apply that information to alleviate stress (e.g., in everyday



life, for special groups who are exposed to harsh environ-
ments, war and trauma).

1.3.1: Definition and Its
Components

Methodology refers to the diverse principles, procedures,
and practices that govern scientific research. Methodology
will be used as an overarching term that includes several
distinguishable components, as noted in Table 1.1.

Table 1.1: Five Components of Methodology

Research Design Refers to the experimental arrangement or plan used
to examine the question or hypotheses of interest.
There are many designs, which we will cover and

see how they work to help reach valid inferences.

Assessment Refers to the systematic measures that will be used
to provide the data. There are many different types
of measures, multiple measures within each type,
and more importantly for our purposes considera-

tions to guide how to select measures.

Refers to the methods that will be used to handle
the data to characterize the sample, to describe
performance on the measures, and to draw
inferences related to the hypotheses. You may
recognize this as familiar statistical significance
testing, but data evaluation is much more than that
and even sometimes less (no statistical tests are
used with some research designs).

Data Evaluation

Ethical Issues and
Scientific Integrity

Refer to a variety of responsibilities that the
investigator has in the conduct of the study and
can encompass all of the other components of
methodology (e.g., design, data evaluation, and
communication of findings). Ethical responsibilities
are to research participants (e.g., their rights and
protections) and adherence to professional
standards of one’s discipline (e.g., ethical codes).
Scientific integrity includes responsibilities to the
scientific community (e.g., transparency, accurately
reporting findings) and also is part of professional
standards and ethical codes.

Communication
of Findings

Refers to how the findings will be communicated to
others in many different venues (e.g., journal articles
of empirical studies, review articles) including the
media (dissemination of information to the public via
TV, radio, and the Web). There are many issues that
emerge related to core issues of science (e.g.,
transparency of methods), but also challenges as
what and how we communicate might be very
different for colleagues and for the press.

1.3.2: Using Methodology to
Answer Critical Questions

We will take up each of these aspects of methodology and
present them separately to ensure each is given its fair
treatment. As a reader, you may be especially interested in
learning the concrete facets of methodology to answer crit-
ical questions to conduct a study, such as:

* How do I select a research question?

¢ What participants or subjects should I use?
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e How do I decide exactly what measures to include in
the study?!

We will certainly address specific practices and proce-
dures to be of help. Yet, it is critical to consider broader
issues underlying those practices and guiding principles.
The broader issues are not some academic challenge
with little impact. Just the opposite, once the overarching
principles or reasons for various practices are understood,
investigators—you and me—often have more flexibility in
selecting concrete practices for our study.

Consider, for example, random assignment of partici-
pants to experimental conditions in a study. All the parti-
cipants come to the study and are assigned in random order to
groups (e.g., group 1 receives some task to induce happiness;
group 2 receives some task to a neutral or slightly negative
emotion). Random assignment is a core tenet of experimenta-
tion. The practice of random assignment, i.e., how exactly one
does that is important and covered later.

Yet, why do we do random assignment, and does it serve
the goal we have in mind? We will discuss that too, and
once we do it is easier to see that random assignment is not
always critical, not problem free, and often goals to which
random assignment is directed can be served in other ways.

This is not a text taking positions on key practices like
random assignment; it is a text designed to develop black-
belt methodologists and as part to that to equip you with a
wide range of methods to solve and address the questions
of interest to you. When one designs a study or reads a
study that has been completed by others, knowledge about
the practices and procedures is important. Yet the princi-
ples and rationales underlying those practices are critically
important as well.

1.4: A Way of Thinking
and Problem Solving

1.4 Analyze some of the key concepts that guide
scientific thinking and problem solving

Methodology refers to a way of thinking and problem solv-
ing, in addition to the more concrete features we will discuss
later in the text. That way of thinking is how we approach
understanding the world around us. There are guides we
follow, and these are worth noting and illustrating here
before we address them in greater detail later in the text.

1.4.1: The Role of Theory

In science we want to explain what things are, how they
work, how they relate to other phenomena, how they come
about, and so on.

Theory at the most general level refers to an explanation.
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That is, what phenomena and variables relate to each
other, how are they connected, and what implications can
we draw from that? We want to describe, predict, and
explain, and theory can tie this all together. It is helpful
to distinguish the findings that are obtained in a study
from the conclusions the investigator may reach. The dis-
tinction is important for understanding theory as well as
methodology.

1.4.2: Findings and Conclusions

The findings of a study refer to the results that are
obtained.

This is the descriptive feature of the study or what was
found. A statement of a finding might be that one group
was better or worse than another.

The conclusions refer to the explanation of the basis of the
finding, and this is the interpretative and theory part.

For example, as a sample finding, we know that corpo-
ral punishment of a child in moderate-to-severe doses
(more than once per week, used as a primary discipline,
not injurious physically and not necessarily at the level of
physical abuse) is related to (correlated with) greater
aggression on the part of the child. Children who are phys-
ically hit a lot as part of their punishment at home tend to
be much more aggressive at school (more fighting, bully-
ing). That is the finding—merely descriptive and factual—
even though it may not mean for all children, in all families,
and in all cultures and countries.

As for conclusions, we now would like an explanation
of why corporal punishment and aggression are related.
But we do not need some casual explanation from every-
day life (e.g., “The kids are rotten and need to know their
place and if anything punishment probably tames them!).
We need a little more, to say the least. Specifically, we want
theory that explains the relation and allows us to generate
hypotheses that will guide us to elaborate on the explana-
tion, to test the theory, and to revise and expand as needed.

Why a theory? Well, we want to understand in part to
learn some of the roots of and paths to aggression and
also possibly to intervene or to prevent aggression. It is
too quick to just say, “stop hitting your kids and they will
not be aggressive,” even though there are many reasons
we would like parents to stop hitting their children.

Among the explanations, maybe children who are more
aggressive lead their parents to extremes of punishment.
Instead of nagging, reprimands, and shouting, the parents
eventually escalate in an effort to stop seemingly uncontrol-
lable aggressive behavior. This theory suggests that aggres-
sion in the child may have actually caused aggression in the
parent. Alternatively, since so many things (e.g., aggression,
depression, suicide, low key temperament, sense of humor,

conscientiousness, love of methodology) run in families,
perhaps the parents’ aggression and the child’s aggression
do not influence each other very much at all. Rather, maybe
they share common genetic origin and aggressive behavior
in the parent and child reflects that. We could generate more
explanations, but the goal is not merely to generate explana-
tions but to move to empirical tests of one or two that we
have identified. In passing it is useful to note that three
explanations: parent modeling of aggression leads to more
aggression in the children, child behavior and provoke par-
ent aggression, and that there are shared genetic influences
all have some support but the first explanation appears to be
the stronger influence (see Moffitt, 2005).

We generate explanations to draw implications. Those
implications are hypotheses that elaborate what might be
going on and help us move forward.

If exposure to parental aggression leads to aggressive behavior
in the child, how could we ever test that? Among the options,
bring young children in the laboratory and have some
children watch movies or video clips of aggressive behav-
ior and other children watch movies or clips of social
interaction that are not aggressive. Then give the children
the opportunity to show aggression (e.g., in relation to a
doll or press one of two responses indicating what they
would in a particular situation presented on a video—hit
the other person or walk away).

This is merely one little test of whether exposure in
principle can increase aggression, even if temporary and
restricted to a lab setting. Let us not get too far into the
example and lose the larger point. We select an explanation
that accounts for (ties together, connects) our original facts
(findings) and use that explanation to obtain more findings.
In the process, we revise our theory to account for new facts
including predictions that were supported or not sup-
ported. In the end, we want as full an explanation as possi-
ble. I am simplifying but will elaborate a bit in an example
below.

1.4.3: Additional Information
Regarding Findings and Conclusions

In everyday life, “theory” sometimes emerges with a dif-
ferent meaning. If someone says, “Oh, that’s just a the-
ory” or that is “theoretical” that meaning often refers to
something that is pure speculation, hardly proven, and
just a tale. This emerges in the ongoing debates of “crea-
tionism” and “evolution.” As an explanation of how
human and nonhuman animals emerged, there are many
weighty issues in that debate including different ways of
knowing (by faith, by science). Even so, among the many
issues is a different use and meaning of the word “the-
ory.” When scientists use that term “evolution” is not a
“theory” in a speculative sense. Rather it is an explana-
tion developed with data from multiple sciences



(e.g., fossil record from geology, tracking development
within and among from molecular and genetic measures,
and viewing evolutionary processes actually unfold in
the lab [studies of thousands of generations of yeast]
spanning decades).

Evolution explains these facts and makes useful pre-
dictions, many supported by further facts, and so on. Crea-
tionists would not be expected to use that notion of theory,
but are more apt to say, this is speculative and not proven.
That view is not simply wrong at all. Much in evolution as
scientists use that term is NOT proven or clear. All the
mechanisms through which species change are not known
(but some are), and there is much speculation about how
we got from there (first day earth counted as a planet) to
here (billions of years later with millions of plant and ani-
mal species and music groups with the weirdest names).
No theory explains all of that, so there is indeed specula-
tion involved. Yet, we know a lot and can even monitor
and alter “evolution” (change and adaptation of bacteria,
for example, to watch evolutionary change in response to
environmental forces) in a laboratory (e.g., Wiser, Ribeck,
& Lenski, 2013). As a way to explain scores of findings,
evolution as a theory is on solid ground that is not specula-
tive. Yet, this does not directly address the full range of
concerns and points of creationists.

For this text, for evaluating research, and for your pos-
sible professional careers in any of the sciences, theory is
that explanation or model we develop to guide our next
steps in science. We want to explain and understand, and
merely piling up facts and correlations will not do that at
all. So we know that depression increases the risk for heart
attack and that heart attack increases the risk for depres-
sion, and that if one has a heart attack and depression they
are at much greater risk (than if they had just one of those)
of dying (e.g., Lichtman et al., 2008). My God, these “facts”
or the findings scream out for understanding.

What could be going on here that explains these relations? One
theory might focus on diet. Perhaps depressed individu-
als have lard omelets, fried chicken nuggets, and choco-
late cheese cake (just a little sliver or two) for breakfast
each morning and that diet increases the likelihood of
heart attack. Well, that could be tested easily.

We might do a survey of individuals matched in age,
sex, and education, but who vary in depression, and ask
about what they eat. But as explanations go, it already
looks weak because it does not explain the other direction,
heart attack leading to depression, unless you believe the
same diet would lead to heart attack patients becoming
morose. That is not likely, but you may have a good expla-
nation (theory) for that. Findings often are intriguing and
raise a puzzle to solve. Theory helps generate the ideas for
research; methodology includes the strategies to help us
obtain the answers.
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1.4.4: Parsimony

As we select our theory or explanation, we are guided by
parsimony as a critical concept and way of thinking in
science. Parsimony is not that cute little curly green veg-
etable that almost no one eats and is used to garnish the
main course when restaurants bring you your food.
Rather, parsimony is an accepted principle or heuristic in
science that guides our interpretations of data and phe-
nomena of interest.

Parsimony refers to the practice of providing the simplest
version or account of the data among alternatives that are
available.

This does not in any way mean that explanations are
simple. Rather, this refers to the practice of not adding all
sorts of complex constructs, views, relationships among
variables, and explanations if an equally plausible
account can be provided that is simpler. We add com-
plexity to our explanations as needed. If there are two or
more competing views that explain why individuals
behave in a particular way, we adopt the simpler of the
two until the more complex one is shown to be superior
in some way.

Apart from parsimony, there are other names for the
guideline and they convey the intended thrust. Among the
other terms are:

e The principle of economy
¢ Principle of unnecessary plurality
¢ Principle of simplicity

e (Occam’s razor

Where was the name “Occam’s razor” derived from?

The term emerged from William of Ockham (ca. 1285-1349),
an English philosopher and Franciscan monk. He applied the
notion that makes this principle sound more complex; he
proposed that plurality (of concepts) should not be posited
without necessity in the context. That is, he believed that we
ought not to add more concepts (plurality) if they are not
needed to explain a given phenomenon. Supposedly, his fre-
quent and sharp invocation of the principle accounts for why
the term “razor” was added to his (Latinized) name to form
Occam'’s razor.

1.4.5: How Parsimony Relates to
Methodology

Parsimony relates to methodology in concrete ways. When
an investigation is completed, we ask how to explain the
findings or lack of findings. New concepts and more com-
plex concepts may be used than existing concepts that are
simpler, already available, and useful in describing many
findings beyond those of the investigator. The investigator
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may have all sorts of explanations of why the results came
out the way they did. Methodology has a whole set of
explanations that may be as or more parsimonious than the
one the investigator promotes. Before we look to any new
or complex explanation, we reach into our basket of already
available explanations from every day as well as from prior
scientific knowledge and ask ourselves, “Is there anything
in the basket that can explain the data without adding
more or more complex explanations?” For example, sight-
ings of unidentified flying objects (UFOs) raise parsimony
in the following way. We know that many concepts that are
currently available explain the sightings that many people
report. Meteorites across the sky (so-called “shooting
stars”), odd patterns of temperature inversion in the sky,
and military tests of secret equipment are among three par-
simonious explanations and actually can account for many
sightings. Indeed, one of these alone can explain many dif-
ferent sightings. So the question of parsimony here—can
these simpler and well-established explanations be used?
We only go to one that is more complex if they cannot.

Is science against the notion of UFOs, or are scientists
anti-flying saucers? Not at all, and indeed science is open
to flying cups and saucers. For or against is not the issue.

Parsimony is a point of departure—can we explain
something with concepts we have and without adding
new complexities. In the case of UFOs, perhaps there are
many sightings not explained by these existing concepts,
and we have to go to other interpretations and creep slowly
to add complexity a little at a time and as needed. We do
not immediately jump to the idea of green Martians with
hostile intent who have to gather minerals and food
(humans) because they did not manage climate change
on their planet very well. Way too many concepts here—
always begin—what is the most parsimonious explanation
we need to account for what we know, what the data show,
what the facts are.

So let us say, we have a smartphone photo of what
looks like an object in the sky. It is likely one of the explana-
tions I already mentioned will be parsimonious—Ilet us say
for the moment we consider the photo to be of a meteor.
Now new data come in. Say, we have in addition to a citing
of something in the sky, now remnants of a “space ship”
made out of materials very rare on earth and with a “map”
inside that is in a never-before-seen set of symbols (lan-
guage). With additional data, parsimony still argues for
simplicity, but a meteor citing in the sky cannot explain the
data (findings). Now we move to something more com-
plex, which might be a hoax, visitors from a non-earthly
place, or the equivalent. Parsimony requires accounting for
what we find but simply.

A well-known illustration of competing interpretations
is from cosmology and pertains to the orbiting of planets in
our solar system. Nicolas Copernicus, a Polish scientist and

astronomer (1473-1543), advanced the view that the planets
orbited around the sun (heliocentric view) rather than
around the earth (geocentric view). This latter view had
been advanced by Claudius Ptolemy (ca. 85-165), a Greek
astronomer and mathematician. Ptolemy’s view had domi-
nated for hundreds of years. The superiority of Copernicus’s
view was not determined by public opinion surveys or the
fact Ptolemy was no longer alive to defend his position.
Rather, the account could better explain the orbits of the
planets and the varying brightness of planets and stars and
did so more simply with fewer explanatory concepts. This is
a case of parsimony or simplicity between the views but also
more than parsimony because the Copernicus view could
explain some of the data in a much better, cohesive way.

1.4.6: Plausible Rival Hypothesis

Plausible rival hypothesis is another key concept that
guides scientific thinking (Campbell & Stanley, 1963;
Cook & Campbell, 1979). Think of this concept as a meth-
odological sister of parsimony; both concepts relate to
interpretation of findings, and both represent critical fea-
tures of thinking methodologically.

A plausible rival hypothesis refers to an interpretation of the
results of an investigation on the basis of some other influence
than the one the investigator has studied or wishes to discuss.

The question to ask at the completion of a study is
whether there are other interpretations that can plausibly
explain the findings. This sounds so much like parsimony
that the distinction is worth making explicit.

Table 1.2: Distinction between Parsimony and Plausible
Rival Hypothesis

Parsimony refers to adopting the
simpler of two or more explana-
tions that account equally well for
the data.

The concept is quite useful in
reducing the number and complex-
ity of concepts that are added to
explain a particular finding.

Parsimony is about the minimum of
ideas or concepts we need to
explain what we have observed.

This hypothesis has a slightly
different thrust. At the end of the
investigation, are there other
plausible interpretations we can
make of the finding than one
advanced by the investigator?

Simplicity of the interpretation
(parsimony) may or may not be
relevant.

At the end of the study, there could
be 2 or 10 equally complex
interpretations of the results, so
parsimony is not the issue.

1.4.7: An Example of Plausible

Rival Hypothesis

For example, a new diet guru suggests that multi-berry
fruit bars two times per day will increase one’s intelligence
quotient (IQ) and self-reported quality of life. To test that,



an investigator might recruit 20 volunteers and evaluates
their IQ and quality of life before the diet begins. After ini-
tial testing, each participant gets a supply of fruit bars and
downloads a fruit-bar reminder “app” (application). Twice
a day, each participant receives a fruit bar text message and
replies if a bar was eaten. After a month of the fruit bars,
all participants return and get tested again. Sure enough,
the findings show that IQ and quality of life increased—
amazing. Now our investigator discusses how the fruit
bars work and how they could change our lives.

® Are there any plausible rival hypotheses that might
explain the effect that our investigator attributes to the
fruit bars? Yes, one of these is called testing. As it turns
out, individuals often improve on a measure (e.g.,
intelligence, personality, symptoms of psychopathol-
ogy) when they are re-tested. Not always but often. So
one rival hypothesis is the effect could be due to
repeated testing, and the same results would have
occurred if the group did not eat the fruit bars or only
ate the wrappers of the bars.

e Is retesting really plausible? Yes, that is an area of
research we already know about. This one-group
study needs a second group at least that had the first
and the second testing but with no fruit bars or some
placebo bar! That group, if it did not change, makes
testing no longer a plausible rival hypothesis or if the
groups changed in the same way (no differences
between groups) then testing may be a plausible expla-
nation for the changes in both groups.

I hasten to add that plausible rival hypotheses can be
parsimonious, so the concepts overlap. In the above exam-
ple, the plausible rival hypothesis is repeated testing. Test-
ing effect versus fruit-bar effect are two interpretations. For
this study, both may be plausible and perhaps equally plau-
sible. Parsimony helps because testing can explain findings
from many studies and across situations in which repeated
tests are provided. Thus, beyond this one study, parsimony
has the advantage of one concept (testing) that explains
many findings. We do not need fruit bars as an explanation
until we rule out testing. Plausible rival hypotheses still can
be distinguished because there are many explanations
beyond testing that might explain the finding.

Methodology is all about the conclusions that can be
reached from a study and making one interpretation of the
findings more likely (plausible) than other interpretations.

How does one identify plausible rival hypotheses? Well, many
of them are well codified, and it is important to know
exactly what they are before proceeding with one’s own
study and then when evaluating the studies of others.

The next chapters will provide the main rival explana-
tions, and these too constitute the critical steps to meth-
odological thinking. Methodological thinking includes a
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certain type of inquiry and skepticism insofar as it is fine,
even better than fine, to ask there other plausible interpre-
tations or explanations than the one that is being promoted.
This is not just a skepticism one direct only toward others;
we direct it to our own studies to optimize the clarity of the
conclusions we reach.

1.5: The Semmelweis
[llustration of Problem
Solving

1.5 Discuss the importance of Semmelweis’s usage of
a scientific way of thinking to solve a problem.

Developing explanations (theory) and testing theory by
generating hypotheses, adhering to parsimony, and con-
sidering plausible rival hypotheses are way too abstract to
convey how they are used or that they really make a differ-
ence to anyone. Science as a way of thinking and drawing
on these concepts is nicely illustrated by the story of
Dr. Ignaz Semmelweis (1818-1865), a physician who
worked at the Vienna General Hospital in Austria.

1.5.1: Illustration: Saving Mothers
from Dying

Vienna General was a large hospital used for medical train-
ing for doctors throughout Europe in part because of the
availability of many cadavers that could be used for study.
Semmelweis worked in obstetrics and was involved in
examining patients, supervising difficult deliveries, and
teaching students.

At this one hospital, there were two separate clinics
for delivering babies. Women were admitted to the clinics
on alternate days as they arrived to deliver their babies.
The first clinic was used as a teaching service for medical
students. The second clinic was used for instructing mid-
wives only. Both clinics delivered babies, and there were
no differences in that regard. One difference between the
clinics was well known at the hospital and also by pro-
spective mothers. The rate of mothers dying while at the
first clinic was high; 10-18% of the mothers died from a
disease while in the hospital. The rate of mothers dying
while in the second clinic was much lower at about 4%.
As shown in Figure 1.1, over a period of years the differ-
ences between the two clinics were consistent and
dramatic.

Women coming to the hospital knew of this and
begged not to be admitted to the first clinic. In fact, many
women “pretended” to be on their way to the hospital but
delivered their babies in the street (called street births) just
to avoid the first clinic. (They would still qualify for state
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Figure 1.1: Mortality Rates for the Two Clinics at the Vienna Hospital

Higher rates of death for the first clinic (top line) from 1841 to 1846.
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child care benefits if they were on the way to the hospital.)
The disease from which the mothers died while in the hos-
pital was puerperal fever (also known as childbed fever),

which is a form of septicemia or sepsis.?

1.5.2: Additional Information
Regarding the Semmelweis
[Mlustration

Semmelweis wanted to explain (theory) why the death rates
were so different between the two clinics. Add to the com-
plexity, the street-birth mothers who delivered their babies
under less desirable conditions rarely died of the disease.

What was so special about the first clinic?

He ruled out differences in the first and the second
clinic related to crowding—indeed the clinic with fewer
deaths was more crowded. There were no differences in
religious practices among the patients that might somehow
influence healing. Also, it is not plausible to believe that the
mothers at the different clinics were different types of peo-
ple in some way. Assignments were made to the clinic every
other day—not exactly random but still no basis for any
systematic bias that could explain the different death rates.
The main difference was that one clinic trained medical stu-
dents and the other did not. But that is a description of the
differences between the clinic and still not an explanation of
mortality rates.

A tragedy happened while Semmelweis was briefly
out of the country. A senior physician and colleague of his
at the hospital became ill. That doctor was conducting
autopsies as part of training of medical students. During
one of these autopsies, one of the students accidentally

1844 1845 1846

pricked the finger of the doctor with the scalpel used in the
autopsy. Very shortly thereafter, the physician became very
ill with a massive infection throughout his body (lungs,
membranes of the heart, and brain) and died. Semmelweis
learned of his colleague’s death and immediately returned
to the hospital. He could see from autopsy that his col-
league had died of the disease identical to those contracted
by the mothers. Now he developed a theory, i.e., a possible
explanation to account for the facts. The facts now included
the higher death rate of the first clinic and the death of his
colleague at that clinic, following a wound of a scalpel used
during an autopsy.

He reasoned that there must be “cadaverous particles”
(something from the cadavers) that were passed from the
scalpel to his colleague and also perhaps to other mothers
(because instruments were not cleaned nor was it routine
to wash hands between seeing patients). These particles
caused the disease—that was his theory at least.

1. The first challenge of the theory: could the theory
explain why many deaths were at the first clinic but
fewer at the second clinic? Yes—at the second clinic, no
autopsies were done and the midwives were not trained
in that. Thus, there was no spread of the disease from
doctors doing autopsies to patients from equipment or
from their hands.

2. A second challenge for the theory was to test the
hypotheses that might follow. If there were particles
(think bacteria, germs) on instruments and even the
hands of the doctors, try to get rid of them (the germs,
not the doctors). Getting rid of the supposed particles
would reduce the death rate, or at least that would be
predicted from the theory.



1.5.3: A New Procedure

Semmelweis started a new procedure of using a chlorin-
ated solution (with a compound used in bleach) to have
doctors wash their hands between autopsy work and
examining patients. The solution was used because he
found it to work on removing the smell of infected autopsy
tissue and perhaps that fluid would destroy whatever
material might be transmitting the infection to the patients.

When the washing procedure was implemented, mor-
tality rated dropped 10-fold. The death rate of moms went
from 18.3 (in 1847) before the hand washing was started to
under 2% in the months after and down to 0 (see Figure 1.2).

He extended his washing procedures to include all
instruments that would make contact with patients (e.g., in
labor) and continued to show that puerperal fever was vir-
tually eliminated from the ward.

For a variety of reasons, Semmelweis’s views that deaths
could be traced to the lack of cleanliness were ignored or
rejected. Well-known doctors at the time publicly denounced
his views. Semmelweis’s breakthrough was before Louis
Pasteur developed the “germ theory,” i.e., that there were
active bacteria that might be passed along. Also views of dis-
ease at the time emphasized an imbalance of body humors
(yellow bile, black bile, phlegm, blood), a carryover from
Greek medicine, bad air from atmospheric and cosmic influ-
ences (e.g., influences of planets and stars), and the idea that
diseases at the clinics were simply contagious and perhaps all
caught something on the ward at the first clinic. This was not
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helped by data from autopsies. Sepsis symptoms were not
identical in all cases, so autopsies did not show uniform dis-
ease processes. This could lead one to a view that all individu-
als died of different or a few separate diseases—not very
parsimonious but still possible and to some even plausible.

Semmelweis’s view was plausible. It was also parsimoni-
ous—a single interpretation could explain:

The deaths of many people at the first clinic

The death of his colleague

The differences in death rates between the first and the
second clinic

The fact that street birth momes, delivering under unsan-
itary conditions, did not show the high disease rates
The reduction of deaths by testing his cadaverous par-
ticle theory and by cleansing procedures designed to
disinfect the cadaverous particles

There are many ways in which this is science at its
best—developing a parsimonious and plausible explana-
tion theory to account for diverse facts and testing the
hypothesis that follows from that theory.

Over the years, Semmelweis took jobs at different hos-
pitals and there was a pattern that emerged. When he added
his cleansing procedure at a new hospital, death rates of
mothers at that hospital greatly declined. In current work,
this would be called replication, i.e., repetition of results
using the same intervention but with different patients and

Figure 1.2: Mortality Rates for the First Clinic

Reduced death rate once hand washing begun (see the curved arrow and vertical line during the year 1847).
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at different hospitals. The original effects obtained at the
Vienna hospital are not very likely to be a fluke given
repeated replication. The most plausible hypothesis is that
the intervention somehow eradicated the particles. Also rep-
licated (sadly), when he left a hospital and took a new job,
the previous hospital tended to revert back to their old non-
cleanliness procedure and death rates increased. Thus, the
higher death rate also was replicated when the procedure
was abandoned. In the ensuing years after Semmelweis’s
breakthrough in medical care and the scientific basis for his
work became clear—germ theory, I mentioned work of oth-
ers on cleanliness in surgical treatment. What was once com-
pletely rejected now became standard clinical practice. In his
lifetime, Semmelweis was demeaned rather than recognized
but this all changed in time.?

1.5.4: General Comments

Semmelweis’s contributions to alter medical practices
stand on their own, but the story is noted here because of
his use of a scientific way of thinking to solve a problem.
He might not have thought of it quite that way; indeed,
long before the formalization of current methodological
practices, there are many examples where a problem was
addressed by trying to understand, experimenting with
possible solutions, and seeing if a solution once demon-
strated could be repeated.

Many relations in science are more complex than the
one in the Semmelweis story. Find a pathogen, try a cure,
and have an effect. Also, many relations that exist in nature
cannot be so easily discerned, and many that are easily dis-
cerned are not genuine relations (as noted with the con-
firmatory bias). We draw on science and the methods of

science to help sort things out. For example, I mentioned
previously the relation of heart disease and depression and
how one increases the risk for the other and that having
both increases the risk of death. Several studies were
needed to rule out various explanations for these relations,
and in those studies many practices and procedures were
followed to minimize bias.

Methodological practices are intended to help reach
conclusions with minimum ambiguity and bias. At the
completion of a study, the explanation one wishes to pro-
vide ought to be the most plausible interpretation. This is
achieved not by arguing persuasively, but rather by
designing the study in such a way that other explana-
tions do not seem very plausible or parsimonious. The
more well designed the experiment, the fewer the alter-
native plausible explanations that can be advanced to
account for the findings. Ideally, only the effects of the
independent variable could be advanced as the basis for
the results.

Critical Thinking Questions

1. What are some of the limitations of human perception and
cognition that interfere with acquiring knowledge about the
world?

2. What is theory, and why is it important as part of research?

3. Parsimony and plausible rival hypothesis are so key to sci-
ence. What do these concepts mean?

Chapter 1 Quiz: Introduction



Chapter 2

Internal and External Validity

Learning Objectives

2.1 Report four types of experimental validity
used to evaluate the methodology of a study

2.2 Define internal validity

2.3 C(Classify some of the different threats to
internal validity

2.4 Report how instrumentation serves as a
threat to internal validity

2.5 Summarize each of the additional threats to
internal validity

2.6 Review the four main circumstances of
potential threats to internal validity

2.7 Discuss the importance of determining the
relevance of a threat to internal validity in
order to manage it

The important concept of plausible rival hypothesis
addresses those competing interpretations that might
be posed to explain the findings of a particular study.
Methodology helps rule out or at least make implausi-
ble competing interpretations. An experiment does not
necessarily rule out all possible explanations. The extent
to which it is successful in ruling out alternative expla-
nations is a matter of degree. From a methodological
standpoint, the better the design of an investigation, the
more implausible it makes competing explanations of
the results. There are a number of specific concepts that
reflect many of the interpretations that can interfere
with and explain the results of a study. The concepts are
critical too as they serve as a methodological checklist
so to speak. When planning a study or evaluating the
results of a completed study, it is extremely useful to
know the many concepts we cover and how they will be
or were handled in the design of the study. A fascinat-
ing study, with all sorts of niceties, and seemingly

2.8 Define external validity

2.9 Summarize different threats to external
validity

2.10 Classify each of the additional threats to
external validity

2.11 Evaluate the idea of proof of concept

2.12 Examine the importance of determining the
relevance of a threat to external validity
before it is managed

2.13 Analyze the similarities and differences
between internal validity and external
validity

exemplary features can be undermined by not addressing
the concepts we discuss.

2.1: Types of Validity

2.1 Report four types of experimental validity used
to evaluate the methodology of a study

The purpose of research is to reach well-founded (i.e.,
valid) conclusions about the effects of a given experi-
mental manipulation or intervention. Four categories
of types of experimental validity organize the many
concepts used to evaluate the methodology of a study.
These include:

¢ Internal
e External
e Construct

* Data-evaluation validity'

15
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These types of validity serve as a useful way to convey
several key facets of research and the rationale for many
methodological practices, and as well to remember types
of problems that can emerge in designing and interpreting
a study. Table 2.1 lists each type of validity and the broad
question each addresses. Each type of validity is pivotal.
Together they convey many of the considerations that
investigators have before them when they design an
experiment.

Table 2.1: Types of Experimental Validity and the
Questions They Address

To what extent can the intervention rather than
extraneous influences be considered to account
for the results, changes, or differences among
conditions (e.g., baseline, intervention)?

Internal Validity

External Validity To what extent can the results be generalized or
extended to people, settings, times, measures/
outcomes, and characteristics other than those

included in this particular demonstration?

Construct Validity Given that the experimental manipulation or
intervention was responsible for change, what
specific aspect of the manipulation was the
mechanism, process, or causal agent? What is the

conceptual basis (construct) underlying the effect?

Data-Evaluation
Validity

To what extent is a relation shown, demonstrated,
or evident between the experimental manipulation
or intervention and the outcome? What about the
data and methods used for evaluation that could
mislead or obscure demonstrating or failing to
demonstrate an experimental effect?

Methodology is a way of thinking that relates directly to
how one thinks about a study.

Once these validities have been mastered, they
form a way of thinking about and evaluating any scien-
tific investigation, not just in psychological science. The
methodological strengths and limitations of any study are
encompassed by these considerations, and if one knows
the various types of validity and what can go wrong one
can evaluate any study very well. Apart from how to
think about a study, the problems that can emerge with
each type of validity translate to specific methodological
practices to improve the quality of an investigation at the
design stage.”

In designing an experiment, it is critical for investigators
to identify their purposes and specific questions quite
clearly at the outset. The reason is that it is impossible to
design and execute an experiment that addresses each
type of validity perfectly.

Occasionally, a decision to maximize one type of valid-
ity can be at the expense of others—trade-offs so to speak.
Investigators prioritize types of validity and manage poten-
tial problems to ensure that their hypotheses are well

tested. This chapter discusses internal and external validity.
These types are presented first because they are relatively
straightforward and reflect fundamental concerns.

2.2: Internal Validity

2.2 Define internal validity

To help orient us, consider two basic and likely familiar
terms, independent and dependent variables:

¢ Independent variable of course is the experimental
manipulation or variable we are evaluating to see if it
has an effect.

¢ Dependent variable is the outcome or measure we are
examining to reflect the impact or effects of the inde-
pendent variable.

In any study, we wish to draw conclusions about the
effects of the independent variable. All this sounds so
straightforward and simple, and this is a good place to start.

An investigation cannot determine with complete cer-
tainty that the independent variable accounted for change.
However, if the study is carefully designed, the likelihood
that the independent variable accounts for the results is
high or very plausible. When the results can be attributed
with little or no ambiguity to the effects of the independent
variable, the experiment is said to be internally valid.

Internal validity refers to the extent to which an investiga-
tion rules out or makes implausible alternative explanations
of the results.

Factors or influences other than the independent varia-
ble that could explain the results are called threats to internal
validity. That is, these influences the investigator may not
have carefully considered “threaten” or jeopardize the inter-
pretation the investigator wishes to make about the results.
The demonstration becomes unclear because these factors
were not controlled. Threats to validity are the problems that
could emerge in the design or execution of the study. In
terms of what to know in designing your own studies and
evaluating others, mastery of each threat is really helpful.

2.3: Threats to Internal

Validity

2.3 Classify some of the different threats to internal
validity

Several threats to internal validity have been delineated
long ago (e.g., Cook & Campbell, 1979; Shadish, Cook, &
Campbell, 2002). They remain relevant and, as one can
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Table 2.2: Major Threats to Internal Validity

Any event (other than the intervention) occurring at the time of the experiment that could influence the results or account for the

pattern of data otherwise attributed to the experimental manipulation. Historical events might include family crises; change in

Any change over time that may result from processes within the subject. Such processes may include growing older, stronger,

Any change that may be attributed to the effects of repeated assessment. Testing constitutes an experience that, depending

History

job, teacher, or spouse; power blackouts; or any other events.
Maturation

healthier, smarter, and more tired or bored.
Testing

on the measure, may lead to systematic changes in performance.
Instrumentation

Any change that takes place in the measuring instrument or assessment procedure over time. Such changes may result from

the use of human observers whose judgments about the client or criteria for scoring behavior may change over time.

Statistical Regression

Any change from one assessment occasion to another that might be due to a reversion of scores toward the mean. If clients

score at the extremes on one assessment occasion, their scores may change in the direction toward the mean on a second

testing.

Selection Biases

Systematic differences between groups before any experimental manipulation or intervention. Any differences between groups

(e.g., experimental and control) may be due to the differences that were already evident before they were exposed to the

different conditions of the experiment.
Attrition

Loss of subjects over the course of an experiment that can change the composition of groups in a way that leads to selection

biases. Attrition affects other types of experimental validity as well.

Diffusion of Treatment

Diffusion of treatment can occur when the intervention is inadvertently provided during times when it should not be (e.g., return

to baseline conditions) or to persons who should not yet receive the intervention at a particular point. The effects of the interven-
tion will be underestimated if it is unwittingly administered in intervention and nonintervention phases.

see from examples, can be identified in contemporary
research where they have not been suitably controlled. The
challenge is to design a study that makes these threats
implausible as an interpretation of the results. To the extent
that each threat is ruled out or made relatively implausible,
the investigation is said to be internally valid. Table 2.2
summarizes major threats to internal validity to provide an

easy reference, but each type is highlighted here.

2.3.1: History

History refers to any event, other than the independent
variable, occurring in the experiment or outside of the
experiment that may account for the results. History
refers to the effects of events common to all subjects in
their everyday lives (e.g., at home, school, or work). The
influence of such historical events might alter perfor-
mance and be mistaken for an effect resulting from the
experimental manipulation or intervention. It is impor-
tant to be able to distinguish the effect of events occurring
in the lives of the subjects from the effect of the experi-
mental manipulation.

Events that happen to all of us all of the time and our
individual histories and experiences are not what is
meant by history as a threat to validity. Rather, this refers
to any event that happens to virtually all of the subjects
that might explain the findings of an experiment.

This is a systematic bias or experience that the subjects
receive while in the experiment that could explain how
they responded on the dependent measures.

For example, if the experiment takes a short or a
long time (e.g., over a period of 2 days or several years),
historical events, events in the news (e.g., a natural or
“manmade” disaster at a national or local level), or
some other common experience might explain changes
in the subjects or contribute to the results. An episode of
school violence in the national news and all the associ-
ated publicity might be relevant to an experiment and
the reactions that subjects have to an experimental
manipulation. It could be that subjects are more anx-
ious, stressed, or distracted as a function of the event
and that reaction might plausibly explain the changes
the subjects show from an assessment before the manip-
ulation (pretest) to the assessment after the manipula-
tion (posttest). For historical factors, one looks for
influences that could affect all or most of the subjects.
Examples are provided in the discussion of the next
threat (maturation), which often goes together with his-
tory as a threat to internal validity.

Although history usually refers to events outside of
the experiment, it may include events that take place
during the experiment as well. When subjects are run
in a group, unplanned events (e.g., power blackout,
medical emergency of one of the participants, fire drill)
may disrupt administration of the intervention and
reduce or enhance the influence performance of
the participants.

Insofar as such events provide plausible explanations
of the results, they threaten the validity of the experiment.
This latter point is critical to note. One cannot criticize an
experiment by merely saying, “maybe history was a threat
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to validity and could explain the results.” More is needed
to show that:

1. There was a historical event that occurred.

2. Itis a plausible interpretation of the findings.

2.3.2: Maturation

Changes over time also may result from processes within
the subjects.

Maturation refers to processes within the participants
that change over time and includes growing older,
stronger, wiser, and more tired or bored.

As with history as a threat, maturation may arise as a
competing explanation of the findings when there is more
than one assessment occasion and where some change
within the individual might be a plausible explanation of
change on the measure from one occasion to the next.

Maturation is only a problem if the design cannot sepa-
rate the effects of maturational changes from the interven-
tion. That is, are changes within the individual over time
a plausible explanation of the findings? The time frame of
the study (two sessions spaced days or weeks apart; lon-
gitudinal study with multiple sessions over a period of
years) is relevant to invoking this threat. In general, matu-
ration has greater impact over time.

Maturation and changes associated with it are familiar
in everyday life. It is not true that “time heals all wounds,”
but the expression does capture the fact that processes asso-
ciated with time often lead to change. If one is studying
treatment of a common cold or childhood anxiety, it is likely
that maturational processes alone will lead to some changes.
If one is testing a new treatment, it is important that matura-
tion can be ruled out. For example, the common cold is
likely to get better over time without an intervention. Simi-
larly, many sources of anxiety in children dissipate with
time. Maturation is a threat only if it is possible that such
changes might explain the changes that occur in a study.

History and maturation often, but not invariably, go
together as threats to internal validity. In any given case, it
may not be easy to determine whether historical events or
maturational processes accounted for change. In an experi-
ment, the investigator must rule out that these changes asso-
ciated with passage of time, whatever their basis (history,
maturation), can be distinguished from the changes associ-
ated with an intervention (e.g., an experimental manipula-
tion in a lab study, some psychosocial intervention).?

Critical Thinking Questions

Describe and give examples of how history and maturation can act
as threats to internal validity.

2.3.3: Testing

Testing refers to the effects that taking a test one time may
have on subsequent performance on the test.

In an investigation, pre- and post-manipulation assess-
ments might be given to evaluate how much an individual
changes from one occasion to the next. The investigator
may wish to attribute the change to the intervening experi-
mental manipulation. Yet, practice or familiarity with the
test or measures themselves may influence performance at
the second testing. That is, changes at the second testing
might be due to an experimental manipulation or the
effects of repeated testing.

As an example, testing effects were evident in a study
designed to prevent sexual assault among military
personnel (Rau et al., 2011). Sexual assault in the military is
a significant problem that affects primarily but not
exclusively women. The military has all sorts of programs
to monitor, treat, prevent, and litigate to help reduce and
eliminate the problems (United States Department of
Defense, 2012). This study provided a multimedia (lecture,
videos) intervention to increase knowledge, empathy,
understanding of military rules and policies, perspectives
of women, and so on to better educate males.

Military participants received the intervention or control
(nonintervention) condition; for present purposes, the inter-
esting feature is that some participants received a pretest and
a posttest and others received just a posttest. The goal of this
latter feature was to see if repeated testing had any effect all
by itself or influenced responsiveness to the intervention. The
results indicated a testing effect for both treatment and con-
trol participants. That is, those participants who completed
the measure on two occasions (testing) were higher in empa-
thy about rape and also rejected myths about rape to a greater
extent than did men who took the posttest alone. In other
words, repeated testing, whether one received the interven-
tion or not, led participants to have significantly more
empathic and informed views of sexual assault even if they
were in the control (nonintervention) group. Simply complet-
ing the measures on two occasions led to higher scores.

Beyond this example, we have known for years that
repeated testing can influence many domains of functioning.
Even without any special intervention, performance on meas-
ures of adjustment and personality sometimes improve and
become more positive (e.g., adjusted) on the second testing
occasion. This can also occur in educational contexts in which
repeated testing leads to improvements in scores among
college students—whether or not they receive training in
some curriculum (e.g., Pattar, Raybagkar, & Garg, 2012).

Repeated testing does not always lead to improvement,
and even when it does there are obvious limits so that
endlessly retaking some measure will not lead to contin-
ued improvement.



(I learned this the hard way; repeatedly taking the
same IQ test 19 times and still could not get my score in the
>100 range.) Repeated testing does not work like that, and
as we talk about assessment and what goes into a person’s
score the reasons will become clearer later in this chapter.
Yet, there is the equivalence of “practice” effects for psy-
chological tests, and these can be mistaken for the impact
of an experimental manipulation if the study is poorly
designed. For now, it is important to note that any study
that shows a change from pretest to posttest ought to
control for testing as a plausible rival explanation of the
results. Was the change from pre to post due to the experi-
mental manipulation or just repeated testing? A well-
designed study removes that ambiguity by using a control
condition with repeated testing but without the special
experimental manipulation or intervention.

2.3.4: History, Maturation, and
Testing Combined

History, maturation, and testing often go together as
threats to internal validity. For example, a recent study
treated individuals who met psychiatric criteria for anxi-
ety disorder (Rathgeb-Fuetsch, Kempter, Feil, Pollmécher,
& Schuld, 2011). A goal was to see if treatment (cognitive
behavior therapy) would be effective with patients with
and without another disorder in addition to their anxiety
disorder. All patients received the treatment, and no con-
trol condition was used. Both groups of patients (anxiety
only or anxiety plus another disorder) improved on meas-
ures (of symptoms, cognitions, and avoidance). Of course
in such a study, the authors would like to conclude that
treatment was effective and equally effective whether or
not the individuals had another disorder in addition to
anxiety.

In light of the design and results and unaddressed
threats to internal validity, we have to insert caution and
skepticism about the interpretation of the findings.

¢ Was treatment effective?

¢ Was treatment needed?

History, maturation, and testing at the very least can-
not be ruled out. We might not be able to identify a plausi-
ble historical event, so let us draw on maturation and
testing. Why even bring these threats up?

Because these influences are known to effect change in
many demonstrations, and we do not need more explana-
tion than these threats (parsimony). This is not to say that
maturation and testing did cause the change but that the
study cannot really comment on the impact of treatment
without these being controlled. Just one of them (e.g.,
repeated testing) cannot be ruled out (plausible rival
hypotheses), and we must say that the study provided no
evidence that treatment led to change.
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2.4: Instrumentation as a
Threat to Internal Validity

2.4 Report how instrumentation serves as a threat to
internal validity

Instrumentation refers to changes in the measuring
instrument or measurement procedures over time.

The most common situation would be where ratings are
made by judges or oneself and somehow the standards or
criteria for making those ratings change over time. Changes
in the dependent variable over the course of a study may
result from changes in scoring criteria, rather than changes
in what is being rated. Some examples will clarify.

To begin, you may easily recognize instrumentation in
the context of athletic competition. In many sports (e.g.,
think Olympics) such as gymnastics and figure skating,
there are no “objective” scores like points on a scoreboard,
time (e.g., as in races), distance (e.g., how far some object
is thrown), or accuracy (e.g., hitting a bulls eye). Rather
judges rate performance of individuals in a given event.

Here judges and their ratings are the “measure,” and
instrumentation raises the question, “Is there any change
in the measure from one occasion (athlete being rated) to
the next?” Instrumentation would refer to any changes in
the scoring criteria that judges might unwittingly invoke
over time.

Assume for a moment that a very superb gymnast
performs first on a given event and receives perfect ratings
from all of the judges. Will the criteria or standards for
making judgments be any different for the next person
who is to be rated, or if the next person performs identi-
cally, will she or he receive all perfect ratings? It is conceiv-
able that the standards for ratings change a little over time.
(Friendly advice—the next time you are in national or
international competition for events where judges make
ratings, walk over and explain instrumentation to the
judges in a constructive fashion before you perform to
make sure that they do not unfairly change the standards.
I think my failure to do so has been the reason why I never
win medals.) From a methodological perspective, the rec-
ommendation for Olympic performance evaluations or
any situation in which repeated judgments have to be
made is rather clear. All performances of the individual
competitors could be recorded; each judge could see the
recordings of all performances in random order (or balanced
order). Then changes from who went first or last would not
be likely to reflect any bias due to subtle changes in the meas-
uring tool (i.e., judgments of raters). There still might be
changes in criteria for any given judge, but those would not
differentially bias one person across all of the judges, because
who went first or last was random in the video recordings
presented to the judges.
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2.4.1: Some Examples Involving
Instrumentation

Consider a dramatic example where raters and instrumen-
tation are involved. Incarcerated individuals for many
crimes can come before parole boards who determine
whether the prisoners will be granted parole. An evalua-
tion of multiple parole decisions revealed that in the morn-
ing and immediately after a lunch break, the likelihood of
being granted parole is much higher than at other times
(Danziger, Levav, & Avnaim-Pesso, 2011). Indeed as hun-
ger (or fatigue) increases and as lunch time approaches, the
chances of being paroled decrease but bounce up again
right after the lunch break. The same raters are involved,
and the result cannot be explained by severity of the crimes
or types of prisoners. Instrumentation in this case, system-
atic change in raters with the added finding that there is a
pattern associated with the timing of the break. (It was not
clear from the study whether the “break” was the issue or
being fully fed was the issue, but that does not detract at all
from the instrumentation issue.)

The methodological lesson: Instrumentation can operate
when raters are used as a basis for assessment; life lesson,
next time you are up for parole, be sure you are one of the
first in the morning or immediately after lunch.
Instrumentation can greatly affect substantive conclu-
sions about changes over time in clinically and socially
relevant domains. A dramatic example pertains to the
incidence (rate of cases) of autism spectrum disorder (ASD).
This is a group of developmental disabilities characterized
by impairments in social interaction and communication
and by restricted, repetitive, and stereotyped patterns of
behavior. Typically, ASD symptoms emerge before age
3 years. Widely circulated in the news is the fact that the
rates of ASDs in the population keep rising. This was once
considered a rare disorder, but more recent data suggest
that as many as 1 in 88 children is affected (1 in 54 if just
boys are considered) (Centers for Disease Control and
Prevention [CDC], 2012). Since 2002 this was a 78% increase;
since 2006 a 23% increase to 2008 when the last of this large
survey was conducted. In a more recent study, the rate was
even higher at 1 in 38 children (Kim et al., 2011). What to
make of the rapid increase in the disorder?
Instrumentation is involved. The ways in which cases
are being identified (referred to as ascertainment) are much
more thorough and comprehensive than it has been before
and as well the definition of what counts as the disorder has
changed. That definitional change has gone from autism or
autistic disorder, defined narrowly, to a continuum of
symptoms in varying degrees (ASD). In relation to the pre-
sent discussion, the measurement tools and their definition
have changed and contribute to the different results.
Research suggests that instrumentation is part of the

explanation of why there has been a sharp increase in the
reported rates of ASDs. Also, use of the diagnosis has
increased due to familiarity of the public with the symp-
toms and the availability of clinical services, some of which
may require the diagnosis for admission. In addition, the
general view is that in fact there is a “real” increase with
ASDs as well. It is more difficult to separate the different
methods of assessment from the actual increase, although
both are considered to be responsible for the high rates now
evident.

Changes in definitions are part of instrumentation when
rates of assessment are used and compared over time.

Thus, crime rates; drug use; rates of arrest to specific
infractions; traffic tickets; poverty; and even ethnicity in a
city, state, and country can change over time as a function
of changing definitions, instruments used to assess them,
or care in identifying cases. What this means is that when
one sees changes over time in a measure, the first query to
make is about the assessment devices and whether any
change was made in the definition or criteria that were
used.

2.4.2: Additional Information
on Instrumentation

Instrumentation usually is not considered as a problem
when standardized paper-and-pencil tests are adminis-
tered or when automated devices (e.g., press a touch
screen) are used to score a response. Yet, the conditions
or context of administration can greatly influence the
nature of the measure, holding all of the items constant.
For example, one study wished to evaluate the extent to
which students who had an addiction to the Internet
also showed various psychiatric symptoms (Dong,
Zhou, & Zhao, 2011). The term “addiction” is used to
reflect excessive use and dependence that leads to
impairment in other domains of functioning (e.g.,
school, work, interpersonal relations). In this study,
incoming college students were tested on a question-
naire (Hopkins Symptom Checklist 90) at a university in
China, as part of routine assessment of the mental
health status of students. A year later, students then
completed an online measure of addiction that asked
about various symptoms. The goal was to identify those
who became addicted to the Internet now but were not
originally when they completed the measure. With a
total now of 59 students, they completed the original
questionnaire (symptom checklist) again but this time
as part of a research project rather than routine univer-
sity administration of a measure. For this latter admin-
istration of the same measure, informed consent was
needed. The results showed differences on some symp-
tom domains (increase) from one test occasion to next.



The goal was to show that individuals who became
addicted to the Internet also had other symptoms as well
(depression, anxiety). What can we say about the conclu-
sions? From the standpoint of instrumentation, the quite
different test conditions from time 1 to time 2 preclude
their comparison. On one occasion, the measure was not
part of a study; on the next occasion, the students had to
sign consent. Yes testing effects (repeated performance
on the test) are a problem as well, but even more so the
changing of the contexts in which the measure was
administered. This is an example of instrumentation in
which the measure (exact items of the symptom check-
list) did not change but the context as part of the meas-
urement conditions did change. The authors drew
conclusions about changes in symptoms, but a key threat
remains quite plausible as an alternative explanation.

In other instances, the measuring devices, instruments,
and scoring procedures may be the same, but other contex-
tual influences may change. For example, casual remarks
by the experimenter at the time of the test administration
might affect the subject’s response and effectively alter the
nature of the test and how the responses are obtained. For
example, in a laboratory experiment on the reduction of
arousal, stress, and anxiety, the experimenter might well
say, “I'll bet you're really relieved now that the film (story,
task) is over. Please complete this measure again.” These
different instructional sets or attitudes on the part of the
experimenter are part of the measurement procedures.
Conceivably, the different instructions preceding the meas-
ure could alter the assessment in systematic ways and lead
to the report of less anxiety. The reduction may result from
assessment changes, rather than from the experimental
manipulation or changes over time due to other influences
(history, maturation).

In general, it is possible that the instrument can change
and be the same at the same time, even though this sounds
contradictory. It is possible that the items remain the same
(i.e., absolutely no change in the instrument, wording, or
ways in which the instrument is administered). For exam-
ple, a standard paper-and-pencil inventory (e.g., Beck
Depression Inventory) might be administered at the begin-
ning and end of the experiment. Obviously, the items are
objectively the same on paper from one occasion to the
next. Yet, the items may have different meaning because of
the social context of a given point in time.

2.4.3: Response Shift

Response shift refers to changes in a person’s internal
standards of measurement.

This includes the case of judges who rate athletic
performance or prisoners up for parole, as I mentioned.
But the phenomenon can be more general any time there
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might be a change (shift) in values, perspective, or criteria
that lead to evaluation of the same or similar situations,
behaviors, and states, in a different way (e.g., Howard,
Mattacola, Howell, & Latterman, 2011, Schwartz &
Sprangers, 2000). For example, in clinical psychology,
one can readily envision response shift (instrumentation)
in the context of psychotherapy. Individuals are tested on
some measure or a set of measures, go through some
form of psychotherapy, and are retested on the same
measure. It could be that clients did not “really” change
after treatment in the problem domain (e.g., anxiety, tics,
body image, and even weight) but have altered their
standards in defining what a problem is. The clients may
see themselves as improved because they know now that
relative to what they thought before or relative to other
people, their problems are minor. This concern actually
has a label and is referred to as the hello-good-bye effect
(Hill, Chui, & Baumann, 2013; Streiner & Norman, 2008).
The term is based on the view that before treatment
clients may have seen their lives as especially bleak or
perhaps even distorted a little to get into treatment. At
the end of treatment, they respond now by having altered
their threshold for noting symptoms or seeing their lives
differently even though the symptoms may not have
changed. Here the actual functioning of the client and the
measure itself (e.g., items, format) has not changed, but
the standards for rating one’s own functioning may have
changed. Response shift reflects a change in threshold for
answering a particular way. The threshold may be
influenced by historical and maturational changes in the
individual or the context (e.g., after treatment) in which
the instrument is embedded.

Instrumentation as a threat to internal validity is any
instance in which differences (e.g., between one assess-
ment occasion and the next) might be attributed to a
change in the instrument or to a change in the criteria
(response shift) used to complete that instrument. It is
important not to confuse testing (a threat addressed
previously) with instrumentation. Both include measure-
ment, and both relate to changes from one occasion to
the next.

Testing refers to changes in the individual over time (due
to experience and practice on the measure).

Instrumentation is not necessarily about changes in
the individual, but rather changes in the measurement
device or how the measure is used. One can make both
threats implausible by ensuring that a control group or
condition is included in the study that would show any
testing or instrument effects without receiving the experi-
mental manipulation or intervention. Thus, any instru-
mentation effect could be separated from the impact of the
manipulation.
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2.5: Additional Threats
to Internal Validity

2.5 Summarize each of the additional threats to
internal validity

Statistical regression, selection biases, attrition, and diffu-
sion of treatments round out the major threats to internal
validity.

2.5.1: Statistical Regression

Statistical regression refers to the tendency for extreme
scores on any measure to revert (or regress) toward the
mean (average score) of a distribution when the measure-
ment device is re-administered.

If individuals are selected for an investigation because they
are extreme on a given measure, one can predict on statisti-
cal grounds that at a second testing the scores will tend to
revert toward the mean. That is, the scores will tend to be
less extreme at the second testing. A less extreme score is,
of course, one closer to the mean. That means individuals
with very low scores and individuals with very high scores
as a rule (but not necessarily everyone) will move to less
extreme scores. This phenomenon is a threat to validity
only if the changes in the group(s) in the study could be
explained by simple regression rather than by some other
interpretation such as the effect of the experimental
manipulation.

In many areas of work (e.g., educational, clinical
work, prevention), subjects are selected because they
have high (e.g., for suicide risk, depression, antisocial
behavior) or low scores (e.g., poor body image, self-
esteem). One can expect that scores will change in the
direction toward the mean of the overall sample whether
that overall sample is included or not. This is not always
the case, as we discuss later, but is of a concern, especially
in intervention research where subjects are selected and
screened precisely because they have an extreme score
and warrant special attention. Their scores are likely to
improve from one occasion to the next even if no inter-
vention is provided!

It is worth elaborating statistical regression because
it has other important methodological gems hidden
in it. Consider for a moment we are going to assess
many individuals for a study on anxiety. We administer a
measure to many people and get their scores. Each partici-
pant’s score can be considered for present purposes to have
two parts:

1. Their true level of anxiety.

2. Error associated with unreliability of the measure,
daily fluctuations in each person’s normal variation in
behavior, and no doubt other factors.

The error in measurement is reflected in the fact that
scores from one testing to another are imperfectly corre-
lated. Scores that are extremely high on one day are likely
to be slightly lower on the next day or assessment occasion.
Conversely, scores that are extremely low one day are
likely to be slightly higher on the next testing.

Why do you think that happens?

The reason is that for many of the extreme scores the amount
of error in the measure happened to be high (or low) and that
error on the next occasion is not likely to be as high or as low.
As a general rule, the more extreme the score, the more likely
it is to revert in the direction of the group mean on subse-
quent assessment. Not every high score will become lower
and not every low score will become higher, but on the
average the scores at each of these extremes will revert or
regress toward the mean.

2.5.2: Three Ways to Help Protect
against Statistical Regression

Regression as a threat to validity can go up if extreme
groups are selected. In clinical research they often are—we
might want individuals who are high on anxiety (or some
other domain of functioning). As we take the extreme
group, we know that as a function of statistical regression
they are likely to be less extreme when assessed again. If
we are evaluating some intervention, we want to be sure
that improvements that might have resulted from regres-
sion are not confused with improvements that resulted
from treatment. That is, statistical regression is a threat to
internal validity if it cannot be separated from the improve-
ments due to treatment.

There are three ways to help protect against statistical
regression as a problem:

1. Assign participants randomly to an experimental
and control (or other condition). That way, regres-
sion if present will affect all groups, and one can see
if the experimental manipulation or intervention led
to changes beyond what was evident in the control
group.

2. Use measures that are known to have high reli-
ability and validity. The reason is that regression is
a function of error of the measure. The greater the
error, the more likely there will be regression. Stated
another way, the correlation from one occasion to
the next (test-retest reliability) is a good measure
of error. Some measures (measuring height on one
occasion and then 1 week later) have really high test—
retest correlation. There is little error in the score,
and regression is unlikely or minute. You do not
get shorter or taller from one occasion to the next.
(There is a little error in how one is standing.) Yet, the



measurement of height from one occasion to the next
(e.g., a week apart) is highly correlated and almost
exactly the same. That means three is little error and
hence extreme scores are “real” and not filled with
measurement error. In contrast, you use a psycho-
logical self-report measure that you made up or that
is not well established. There is likely to be a lower
test-retest correlation and then more error and more
regression of extreme scores.

3. An excellent but rarely used strategy is to test everyone
twice for the pretest and select only those individuals
who were extreme on both occasions. Regression when
it occurs is from the first to second assessment. Two
assessments can be done before the study, and those
whose errors contributed to their extreme scores are not
likely to show extreme scores on two occasions due to
regression. So people who score really high or really
low on both assessment occasions are likely to have the
characteristic of interest (e.g., anxiety) at their respec-
tive levels. This strategy is not used because it is not
feasible. I mention it here because it helps to under-
stand regression and how error of measurement is the
culprit.

2.5.3: Selection Biases

A selection bias refers to systematic differences between
groups before any experimental manipulation or inter-
vention is presented.

Based on selection or assignment of subjects to groups,
they already are different from each other in an important
way that might contribute to or explain the results. At the
end of the study, groups (e.g., experimental vs. control)
may differ from each other but they may have differed
even without the experimental manipulation. Obviously,
the effects of an independent variable between groups can
be inferred only if there is some assurance that groups do
not systematically differ before the independent variable
was applied.

In many ways, selection bias is the most obvious threat
to internal validity and the one most frequently controlled
in experiments. In an experiment, investigators routinely
randomly assign subjects to conditions so that any subject
characteristics (e.g., age, sex, and diagnosis) that may intro-
duce a selection bias are dispersed among groups roughly
equally or at least unsystematically. Of course, we would
not have all women in one group and all men in another.
Selection biases are not that stark as different sexes assigned
to different groups, but if two or three times as many males
were assigned to one group than another, there might well
be a selection bias. Random assignment of subjects is the
procedure commonly used to minimize the likelihood of
selection biases, but as we discuss later that is no sure fire
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protection at all. Yet, random assignment of subjects to
groups does make group differences not very plausible
especially as the size of the sample increases. And, the goal
in addressing a threat, whether selection bias or another
one we have already discussed, is to make that threat
implausible as an explanation of the results.

Selection bias often arises in clinical, counseling, and edu-
cational research where intact groups are selected, such as
patients from separate clinics or hospitals and students
from different classes and different schools. In prevention
programs, for example, comparisons often are made
among classes, schools, or school districts that receive or
do not receive the intervention. Random assignment of
classes or schools may not be possible for practical
reasons (e.g., proximity of the schools in relation to the
investigator, willingness of the school to have the inter-
vention program).

Also, of course, random assignment of the children to
different classes or schools is not an option as a general
rule. Classes pre-formed before the researcher arrives and
cannot be rearranged for research purposes. And, one
cannot assume that groups seemingly equal really are.
For example, we might have two third-grade classes, two
fourth-grade classes, and two fifth-grade classes, and one
class at each grade level is assigned to prevention pro-
gram versus no program conditions. Yet, the classes may
be at different schools, but wherever they are they were
not composed by randomly assigning students to them.
Thus, the project begins with special responsibility of the
investigator to make implausible that selection (pre-
intervention differences) might account for any group dif-
ferences. There are options for making selection
implausible. For example, there are special ways of
matching subjects statistically on several variables and
other ways of evaluating whether a particular variable
that may influence the outcome in fact does by doing
analyses within groups. More will be said later about
addressing selection when we discuss designs in which
random assignment cannot be used.

The discussion of selection bias to this point focused
on experiments in which the investigator controls assign-
ment of individuals or groups (e.g., classrooms, schools)
to conditions and experimentally manipulates those con-
ditions. Yet, not all studies are experiments. Often we are
interested in understanding events, conditions, and pro-
cesses where they occur in nature and intact groups are
compared. For example, we want to know what a special
group is like (e.g., depressed adolescents or soldiers with
posttraumatic stress disorder). We begin with a select
group. Here this is not selection bias as a threat to internal
validity. The purpose of the study is to identify different
groups and elaborate their unique characteristics. We will
return to this because of other problems that can emerge
(in relation to construct validity).
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2.5.4: Attrition

Attrition or loss of subjects may serve as a threat to inter-
nal validity.

Loss of subjects occurs when an investigation spans more
than one session. In clinical research, sometimes the study
is conducted over the course of days, weeks, months, or
even years. Intervention studies and longitudinal investi-
gations that track individuals over time are primary
examples. Some of the subjects may leave the investiga-
tion after the initial session or assessment, refuse to par-
ticipate further, move to another city, or die. Yet, even if
the study is just two sessions, attrition can be a problem.
Some subjects who complete the first session may not
come back for a second section. The problem is that the
investigator went to the trouble of randomly assigning
subjects to conditions and now some people are dropping
out. The groups are no longer randomly comprised, and
subjects, on the basis of variables we do not really know,
elected to pull themselves out of the groups. We could
easily have difficulty in detecting a selection bias now
that the groups are no longer randomly comprised. We
are now back to the possibility as a potential threat to
internal validity.

Consider the following in a hypothetical two-group
study in which participants serve for two sessions one
week apart.

In group 1, let us save 85% of the subjects returned for
the second session and in group 2 about the same percent-
age also returned. We might experience false security for a
brief moment by saying even though there were dropouts,
they were about the same number for each group. Actually
the similarity of the number is not a critical feature here,
and in relation to the threat to internal validity does not
matter. The people who dropped out of each of the groups
may not be random or be “identical” or equal but may
have dropped out because of something special in each of
the groups. So for example in a study comparing medita-
tion and medication for anxiety, dropouts in the meditation
group may not be like dropouts in the medication group.
These are very different conditions, and those who drop
out of each are not necessarily or even likely to be identical
in all ways that might affect the results. The self-selection
of attrition, patients left of their own accord, alters the
composition of the group achieved through random
assignment.

While attrition can be a problem in any study in which
subjects need to return for additional sessions or complete
measures over time, as one might expect the loss of sub-
jects (how many drop out) is a direct function of time. Most
of the subjects who will drop out tend to leave early, i.e.,
after one or two sessions. As the study continues (weeks,
years), there continues to be a trickle of more people drop-
ping out but at a slower rate than early in the study. We

will discuss longitudinal designs much later in the text. In
such longitudinal designs lasting years and sometimes
decades, investigators often go to great lengths to keep in
contact with subjects over the course of the study (e.g., con-
tacting them at holidays, birthdays, periodic phone calls)
and provide incentives (e.g., usually money) for complet-
ing assessments over the course of the project—all in an
effort to avoid attrition and the impact attrition can have
on conclusions of the study.

Attrition could be a threat to validity if there is any loss of
subjects. Changes in overall group performance on the
measures may be due to the loss of those subjects who
scored in a particular direction, rather than to the impact
of an experimental manipulation or intervention.

That is, the mean of the dropouts may be different
from the mean of the rest of the sample so that changes in
the mean may result from the loss of a select group of sub-
jects. The plausibility of attrition as a threat can depend
on how many were lost. If there were 100 subjects and
2 dropped out, clearly that is not as much of a problem as if
22 dropped out. We will return to the topic of attrition
again because it is a threat to other types of experimental
validity (external, construct, data-evaluation) that we have
yet to discuss. There are strategies to deal with attrition
too, and we will discuss those as well.

2.5.5: Diffusion or Imitation
of Treatment

This threat can occur in any experiment where groups are
exposed to different procedures, but is more likely to be a
problem in intervention research (e.g., treatment, preven-
tion, education). In these studies, it is possible that the
intervention given to one group may be provided acciden-
tally to all or some subjects in a control group as well.
Obviously, one does not give the treatment to a control
condition. And certainly if a subject is assigned to treat-
ment, he or she ought to receive the treatment rather than
the control condition.

Administration of treatment to the control group is
likely to be inadvertent or accidental and, of course, oppo-
site from what the investigator has planned. Yet, when this
occurs, the effect will be to attenuate (dilute) the effects of
treatment (since both groups received some treatment) and
alter what the investigator concludes about the efficacy of
treatment. Rather than comparing treatment and no-
treatment conditions or two or more distinct treatments,
the investigator actually is comparing conditions that are
more similar than intended—they are blurred in what they
received and that blurring is the diffusion. As a threat to
internal validity, the effect of a diffusion of treatment is to
equalize performance of treatment and control groups and
thus reduce or distort effects of the intervention obtained



in the study. No differences statistically between groups at
the end of the study or small differences may have as a
plausible rival hypothesis that the treatment conditions
(e.g., treatment vs. control, two or more treatments) spilled
over into each other, or “diffused” and led to the pattern of
the results.

Diffusion of treatment is not a trivial or infrequent
problem and affects a range of areas. For example, years
ago a special program was designed to decrease heart
attacks among men (N = 13,000, ages 35-57) at risk for
coronary disease (Multiple Risk Factor Intervention Trial
Research Group, 1982). The intervention included personal
dietary advice, drugs to control hypertension, advice to
stop smoking, and exercise. Random assignment permit-
ted comparison of this group with a control group that
received testing (physical exams) but no special interven-
tion (routine care). A follow-up 6 years after the program
showed that the intervention reduced risk factors for heart
disease but death rates due to heart disease were not statis-
tically different between intervention and control groups.
The absence of group differences has been interpreted to
reflect a diffusion of treatment because subjects in the con-
trol group adopted many health-promoting practices on
their own and also decreased their risk factors. (Actually,
history, maturation, and diffusion of treatment could
explain the absence of differences, and it is not easy to
make the distinction here.)

Another facet of diffusion, no less significant, is that
some cases in the intervention condition do not receive
that intervention. In this situation, a diffusion of the
no-treatment condition occurs, i.e., no treatment “spreads”
to cases (e.g., individuals in a therapy study, classes in a
prevention study) assigned to receive the intervention. It
is possible that subjects did not show up for the program,
that some oversight occurred, or that subjects were out ill
and missed the program, or that the experimenters pro-
viding the intervention made an error and thought sub-
jects were in the control or some other group. The net
effect is the same, namely, where there is a diffusion of the
conditions, the conclusions at the end of treatment are
likely to be misleading. In this case, no treatment spilled
over into the group that was supposed to receive the
intervention.

As a general rule, it is important to ensure that individu-
als assigned to a particular condition received that condi-
tion and only that condition.

The test of the experimental manipulation depends on
ensuring participants received only the conditions to
which they were assigned. In laboratory studies conducted
in one session, often simple scripts of experiments or auto-
mated lab materials control the delivery of conditions.
Even so, it is advisable to check to be sure that the condi-
tions do not “diffuse” in any way.
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2.5.6: Special Treatment or
Reactions of Controls

This threat refers to a special circumstance in which an
intervention program is evaluated and provided to an
experimental group, but the no-intervention control group
receives some special attention that can contribute to the
results. That special attention poses a threat to internal
validity if it is a plausible explanation of the findings. This
is likely to occur in applied settings such as schools, clinics,
and industry rather than in laboratory studies with college
students. More explanation is required because this is more
intricate than other threats we have covered so far.

Here is the usual scenario.

When a program is first proposed (e.g., to various
schools or clinics), potential participants might be
enthusiastic to participate. They learn that a special
program (e.g., training of teachers or therapists; other
services for students or patients) will be provided to
address a problem of interest. For example, the program
might be a special intervention to reduce bullying in the
schools. As the program is described, participants may
learn that through random assignment some schools
will receive the special intervention and others will not.
So far everyone is fairly happy; they have a chance to get
a free intervention that will help with a significant prob-
lem they care about. Then random assignment is com-
pleted, and some schools are informed that they will not
be receiving the intervention. That is, through the bad
luck of the draw (random assignment) they do not get
the program. From the investigator’s perspective, the
schools that do not receive the intervention are critically
important. They serve as a control condition, and their
assessment (e.g., before and after the period in which
the program is implemented in the other schools) is
essential to help make implausible such internal validity
threats as history, maturating, testing, and statistical
regression maybe other threats depending on how the
schools were selected.

How to keep the control schools in the study to avoid
attrition and possibly the resulting selection biases? The
control schools (staff, teachers) are now demoralized and
may not want to participate now that they know they will
not receive the intervention. After all, why complete all of
the assessments if you are not getting any advantages of
the intervention? Investigators may work hard to keep all
the schools in the project to avoid selection bias from
attrition as one source of a problem.

2.5.7: Additional Information
on Reactions of Controls

Although the participants in the control schools may not
receive the specific intervention of interest, they may
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receive other services such as more money for school sup-
plies, more materials for the classroom, some workshops
(unrelated to bullying), and other such accoutrements just
to keep them engaged. These are usually intended to
redress the apparent inequality and to compensate for not
providing the intervention.

From the standpoint of internal validity, however, the
no-intervention group may be receiving an “interven-
tion” in its own right that obscures the effect of the pro-
gram provided to the experimental group. That special
treatment is different from “no treatment” and might
interfere with interpretation of the outcome. The special
treatment is not exactly diffusion of treatment because
essential ingredients from one group do not spread (dif-
fuse) to another, but it is like that. Special attention and
hovering do spill over into both groups and that part is
like diffusion. After all, the no-intervention group receives
something special. At the end of the study, no differences
between the groups might be due to comparing two inter-
ventions that worked rather than the ineffectiveness of
the main program.

There is another influence that is part of special treat-
ment as a threat to internal validity. When participants are
aware that they are serving as a control group, they may
react in ways that obscure the differences between treat-
ment and no treatment. Control subjects may compete
with the intervention subjects in some way on their own,
i.e., without the investigators providing anything special.
For example, teachers at control schools who learn they are
not receiving the intervention (e.g., to improve student
academic performance) may become especially motivated
to do well and to show they can be just as effective as those
who receive the special treatment program. On the other
hand, rather than trying extra hard, controls may become
demoralized because they are not receiving the special pro-
gram. The controls may have experienced initial enthusi-
asm when the prospect of participating in the special
intervention was announced, but their hopes may be
dashed by the fate of random assignment. As a conse-
quence, their performance deteriorates. By comparison,
the performance of the intervention group looks better
whether or not the intervention led to change. In short,
in these scenarios, we have a group that is not quite “no
treatment” to provide a baseline of change to evaluate his-
tory, maturation, and testing along. Rather, they receive
some intervention or reacted in a way to be a self-imposed
intervention.

Awareness of participating in an experiment can influ-
ence both intervention and control groups. From the
standpoint of internal validity, a problem arises when this
awareness differentially affects groups so that the effects
of the intervention are obscured. At the end of the study
differences between treatment and control subjects, or the
absence of such differences, may be due to the atypical

responses of the control group rather than to the effects of
the intervention. The atypical responses could exaggerate
or attenuate the apparent effects of treatment.

In clinical treatment research (e.g., a study on the treat-
ment of depression) work in clinical settings, some new
intervention often is compared to “treatment as usual,”
that is the intervention that is provided in that setting.
Among the reasons is that all cases receive something that
is or seems legitimate. One does not have to worry about
demoralization from no treatment and attrition caused by
that. Using treatment as usual at least ensures that every-
one (whether treatment or control) receives some viable
intervention and this makes less plausible, but does not
eliminate, the possibility that specialness of the interven-
tion could explain the results. Similarly, in experimental
laboratory studies, the group that receives the experimen-
tal manipulation usually can be compared with another
group that receives something but that something may
not be expected to have an effect. There is no special treat-
ment, extra motivation, or demoralization under such
circumstances.

2.6: When and How These
Threats Emerge

2.6 Review the four main circumstances of potential
threats to internal validity

Ideally, it would be instructive to select a single study that
illustrated all of the threats to internal validity. Such a
study would have failed to control for every possible threat
and would not be able to attribute the results to the effects
of the independent variable. A study committing so many
methodological sins would not be very realistic and would
not represent most research efforts in which flaws are com-
mitted only one or a few at a time. Thus, detailing such an
ill-conceived, sloppy, and uncontrolled study would have
little purpose. (It would, however, finally give me a forum
to present the design and results of my dissertation.) The
threats to internal validity can raise problems under four
main circumstances, and these are useful to illustrate and
be wary of.

2.6.1: Poorly Designed Study

A poorly designed study is one in which from the outset
we know that many threats will be plausible.

While this is not common in psychological research, one
would be stunned to see how often this occurs. The
most common and flagrant example is a single pre-post
design. Let us be brief because understanding this one will
not hone your skills in moving toward being black-belt
methodologists.



In this case, a single group is selected and tested before
some manipulation or intervention. Then the manipulation
is given followed by posttest. Low and behold the posttest
is significantly different (statistically) from the pretest—
people got better! In this case, history, maturation, and test-
ing all are quite plausible rival hypotheses. If the subjects
were selected because they have a problem of some kind
(e.g., extreme score), statistical regression might be added
to the mix. Changes in a single group from one test occa-
sion to another do not require saying it was the manipula-
tion. Threats to validity are plausible. They are also
parsimonious because they can explain similar effects in
many studies and there is no need to add another concept
(the manipulation) of this one study.

It is not difficult to find examples. As a brief illustra-
tion, in one study 59 hospitalized patients were exposed to
pet therapy (Coakley & Mahoney, 2009). Patients were hos-
pitalized for a variety of physical problems (e.g., cancer,
asthma, AIDS, heart failure, diabetes, coronary artery dis-
ease, gastrointestinal bleeding, amputation, hysterectomy,
and other conditions). The goal was to reduce stress-related
outcomes by exposure to pet therapy, which included a
visit with a dog or dog handler in the patient’s room. From
pre-to-post-treatment assessment, the patients showed sta-
tistically significant decreases in pain, respiratory rate, and
negative mood state and a significant increase in perceived
energy level. Sounds great. Yet, parsimony and plausible
rival hypotheses force us to say history, maturation, and
testing were not ruled out and can easily explain the
results! More strongly stated, there is no evidence in this
study that the pet contributed to improvement; it may
have, but this study cannot tell us that.

One might ask, why should we care whether pet therapy
made a difference, as long as the patients got better? We
care greatly because the elderly usually do not receive the
services they need and interventions to address physical
pain and mood are sorely needed. We want to know what
interventions make a difference so that we can apply
them widely.

We also want to know it is the intervention, so we can
analyze that further, tweak it to make it more effective, per-
haps make changes to improve the impact and durability
of the change, use it for other populations than the elderly,
and so on. The first step—a study that rules out threats to
validity. We need to know whether it is the intervention
that can account for the changes once threats to internal
validity are controlled.

When one is beginning a research career or beginning
a new area of study, it is often useful to do a pilot study of
one group. A pilot study is like a dress rehearsal of the
“real” study.

Here the goal is to get a feel for the experimental
manipulation, how to do it, to ask clients about desirable
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and objectionable procedures, to evaluate outcome and
preliminary results, and so on. In this case, a pilot study
without a control condition is fine to work out details, fea-
sibility, and so on. Pilot work is intended to help develop a
controlled study from which inferences about the interven-
tion effect can be drawn and pretest-posttest of one group
without controls is fine.

2.6.2: Well-Designed Study but
Sloppily Conducted

Let us say this is a well-designed study. Participants were
assigned randomly to groups:

* One group gets something (e.g., treatment, induction
of some emotional state)

¢ The other group gets nothing or something different
(e.g., no treatment, induction of no special emotion)

So far so good, but sloppy procedures can easily raise
the prospect of a threat to internal validity.

Diffusion of treatment (or conditions) is a likely candi-
date. This can occur if the investigator does not monitor
the manipulation to ensure that it is delivered correctly to
each group and there is no mix-up, spillover, or lapses.
There may be no differences between conditions at the end
of the study. One plausible interpretation might be that the
conditions diffused into one another. One would like data
(e.g., from tapes of sessions, from checklists completed by
observers who watched perhaps a random sample of ses-
sions, or records of the experimenters who ran the condi-
tions). These data could reassure us that the conditions
were properly administered.

Within a study, it is critically important to ensure that
the different conditions are implemented exactly as
intended. In laboratory studies with college students
receiving some audio or video instructions, this is fairly
easy to do. Similarly, in computerized or online Web-
based studies, video material presented to different
groups can ensure standard administration of the condi-
tions and correctly. But in studies on applied problems
and in applied settings (e.g., clinics, schools, counseling
centers) or with interventions carried out over time, this
is not so easy.

One often cannot standardize the manipulation or inter-
vention (e.g., with recordings or videos), and the persons
who apply the intervention (e.g., therapists, teachers, coun-
selors) have many tasks and responsibilities that may pull
them from focusing rigidly and meticulously on delivering
the condition faithfully. Even so, investigators can do more.
In most studies of therapy (even the most rigorous studies),
researchers do not measure how faithfully or correctly the
interventions were administered (Perepletchikova, Treat, &
Kazdin, 2007). This can make interpretation of the results
very difficult. Were the treatments really no different in their
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effects, or was the sloppiness of administration (diffusion,
lapses in even delivering the treatment) the culprit? We will
return to the matter of unmonitored manipulations or inter-
ventions because neglect here can undermine a study in
other ways.

2.6.3: Well-Designed Study with
Influences Hard to Control during
the Study

Threats can emerge because of circumstances that are
not so easily controlled by the investigator. Here again,
the study might be well designed as in the previous
instance. Yet, if there are two or more meetings or ses-
sions in the experiment, attrition or loss of subjects may
occur and systematically bias the results. Attrition can
be controlled a bit by the investigator over the course by
keeping the study brief or providing incentives (e.g.,
money or a chance to win some electronic device) for
completing the final session. In grant-funded research,
often money is available to provide a sum (e.g., few hun-
dred dollars) if clients complete the final intervention
session and the post-intervention assessment battery.
Alternatively, if subjects were in a control group, some-
times they are promised access to the intervention with-
out cost but only after they complete the second “post”
assessment for the period in which they did not receive
the intervention.

Even with the best strategies, in treatment, preven-
tion, and longitudinal studies, some subjects invariably
will drop out, and if there are two or more groups, selec-
tion biases may enter into the study and threaten internal
validity. There are statistical options to handle this (e.g.,
intent-to-treatment analyses, we will mention later), but
there is only so much the investigator can do. But the
point remains, a selection bias may emerge during a study
and that is not always easily controlled.

2.6.4: Well-Designed Study but
the Results Obscure Drawing
Conclusions

Consider a final case in which internal validity threats
can emerge. Let us begin again with well-designed study
including random assignment of participants to two (or
more) conditions (some manipulation or two or more
treatments). At the end of the study, the results show that
the conditions were equally effective. Figure 2.1 gives
a hypothetical example. Key to the example is that
there are two groups and both groups changed. (The
same point would apply if there were three groups with
this data pattern.) Let us say pre to post change was

statistically significant for each group, which means that
the amount of change each group made met the criterion
for statistical significance. Yet, the groups were not differ-
ent from each other at the end of treatment, which means
that between-group differences did not meet statistical
significance.

Figure 2.1: Muller-Lyer lllusion
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Now the investigator may wish to say, “Both of the
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treatments or manipulations were effective. After all, both
groups showed a statistically significant improvement from
the beginning to the end of the study.” Not so fast. This is
not the conclusion permitted by the results. The design was
fine at the outset, but the results make any conclusions
ambiguous. History, maturation, testing, and maybe statis-
tical regression (if subjects were screened in any way to
select more extreme scores) rear their ugly heads and can
completely explain the results. The proper conclusion by
the investigator: “There is no evidence that my manipula-
tions (interventions) made any difference whatsoever; the
changes over time could be due to any of several threats to
internal validity or to the intervention.”

This is an optical illusion with multiple variations. The
horizontal lines (or shaft) of the arrows are the same length.
When the ends of the shaft point outward (top portion), the
shaft often is perceived as longer than when the ends of the
shaft point inward (bottom portion). The illusion is named
after the person who is credited with its identification in
1889, a German sociologist named Franz Carl Miiller-Lyer
(1857-1916).

Whenever you see a graph that resembles what was
evident in Figure 2.1 in which all groups show parallel
lines (or approximations of that) from one assessment
occasion to the next, say to yourself, history, maturation,
and other threats could readily explain this. And, this can
be said, if the groups are any combinations of various inter-
ventions and control conditions. This can be frustrating for
any investigator because the study seemed so great to
begin with, and an investigator is not responsible for the
pattern of the results (but that is not always true based on
the specific manipulations selected). All that said, threats
to internal validity remain plausible and parsimonious.

Does this ever happen? Yes and often. For example, in one
study an intervention (sending postcards regularly) was



compared to treatment as usual in an effort to reduce self-
poisonings of individuals once they left the hospital after
inpatient treatment for that problem (Carter, Clover,
Whyte, Dawson, & D’Este, 2013). At the end of the inter-
vention period and over the course of the follow-up, there
were no differences between groups on subsequent hos-
pital admissions for self-poisoning.

Both groups showed a reduction in the number of inci-
dents of self-poisoning over time.

Were both interventions effective? Maybe but we cannot
tell because improvements over time could readily be
explained by threats to internal validity.

As another example, three groups (cognitive therapy,
attention placebo, treatment as usual) in a multi-city study
focused on reducing risky sexual behavior and substance
use in men with HIV/AIDS (Mansergh et al., 2010). Rates
of the outcome measures decreased over time through
posttreatment and follow-up period, but groups were no
different. Threats to internal validity (e.g., maturation, test-
ing) are plausible explanations of the results here as well.
With both examples, we cannot say that a particular threat
explained the changes. Yet, they are plausible explanations,
and hence we may not need to use “treatment” as an expla-
nation for the sake of parsimony. Said another way, we
cannot conclude from these studies that treatment led
to change.

2.7: Managing Threats
to Internal Validity

2.7 Discuss the importance of determining the
relevance of a threat to internal validity in order
to manage it

The first task in designing an experiment is to go through
the list of potential threats to evaluate if the threat is rele-
vant at all and if it is relevant whether it could be a prob-
lem. If there is no selection of extreme groups or screening
criteria used to select subjects, regression is not likely to
interfere with the conclusions. If there is no repeated test-
ing, then testing effects are not relevant and so on. Yet, it is
useful to consider each threat explicitly to judge whether it
could be a problem.

If threats are potentially relevant, often they can be
readily controlled. Usually one does not need a specific
strategy to deal with each threat. The threats come in
packages and can be controlled that way as well. History,
maturation, and testing, for example, are handled by
using a control or comparison group that is randomly
comprised. Random assignment and assessment of the
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control subjects without the experimental manipulation
takes these threats off the table.

Randomly assigning subjects usually handles selection
biases.

Some threats to internal validity emerge as the study is
conducted. Among them is attrition where subjects drop
out and raise the prospect of a selection bias and cancel out
the random composition of groups. Of course most studies
are one session, and attrition is not the issue there. As more
sections are part of the experiment, the prospect increases
that attrition will be a problem. Different strategies are
used to retain individuals in the study. Often monetary
incentives are provided for completing the final session
and completing any incentives. In longitudinal studies,
often conducted over years and decades, the research team
often stays in close contact with the participants (e.g.,
phone calls, notices at birthdays and other holidays, news-
letters) to keep them committed to the project. At the end
of the study, some subjects may have dropped out.

Several statistical approaches to attrition have been
developed and provide useful strategies to complement
active efforts to minimize attrition. Statistical methods
allow researchers to identify the likely bias that attrition
introduces into the data and the conclusions that would be
warranted if the lost subjects had improved, remained the
same, or became worse.

Diffusion of treatment also can emerge as the study is
conducted. The conditions (groups) may have procedures
that blur (diffuse) into each other, so the experimental
group did not really receive the condition as intended nor
did the control group.

Some in the experimental group may not have received
the manipulation and someone in the control group may
have. If there are complex experimental procedures and
procedures cannot be automated (e.g., prerecorded, pre-
sented on a laptop), it is worthwhile monitoring imple-
mentation of the conditions to ensure that each condition
was executed correctly and that the conditions did not in
any way blend into each other. Among the alternatives is
that sessions might be taped in some way and then they
can be checked to evaluate the procedures. A checklist
might be made to evaluate the tapes to ensure that critical
features of the manipulation or session took place and fea-
tures of the other condition did not. Diffusion of treatment
has been of special concern in intervention programs
where two or more interventions are compared. In such
programs, one wants to be assured that the interventions
were administered correctly. The term “integrity of treat-
ment” or “treatment fidelity” is used in the context of inter-
vention programs (Perepletchikova et al., 2007). For now, it
is important to evaluate if there is any possibility in a study
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that the conditions will be more similar than intended or
aspects of one condition will accidentally blur into the
other condition. This is a huge threat to validity because
the conditions will look quite similar in the effects they
produce not because their effects really are similar but
because the conditions overlapped in ways that were not
intended.

2.7.1: General Comments

Threats to internal validity are the major category of com-
peting explanations of the conclusion that the intervention
(manipulation or experimental condition) was responsible
for group differences or changes. If a threat to internal
validity is not ruled out or made implausible, it becomes a
rival explanation of the results. Whether the intervention
or particular threat to validity operated to cause group dif-
ferences cannot be decided, and the conclusion about the
intervention becomes tentative. The tentativeness is a func-
tion of how plausible the threat is in accounting for the
results given the specific area of research.

Some threats may be dismissed as implausible based
upon findings from other research that a particular factor
does not influence the results. For example, consider as a
hypothetical example, use of an experimental medication
for 20 patients in the last stages of a terminal disease.
Here there is no control group, which often is the case in
developing an intervention in the early stages. The
results may show that some or most patients did not die
in say the 2-month period that normally would occur at
this point in the disease. Indeed, patients may have lived
for a mean of 8 months. We still need controlled trials
here, but the example is good enough to illustrate the
point.

History, maturation, and testing (being alive is the measure),
and statistical regression (being selected because they were
extreme on the dimension of interest) probably are not very
plausible as threats to internal validity.

The reason here is that decades of research and clinical
care have shown that death is the usual course. The medi-
cation may be more plausible as an explanation for extend-
ing survival.

From a practical standpoint, it is important and useful
for an investigator to decide in advance whether the inves-
tigation, when completed, would be open to criticism to
any of the threats and, if so, what could be done to rectify
the situation. In the examples cited where history, matura-
tion, and regression were plausible, a no-treatment condi-
tion or an intervention as usual (what is routinely done) to
rule out each of these threats might have been included. As
I noted, not all threats to internal validity can be consid-
ered and completely averted in advance of the study.
Problems may arise during the study that later turn out to
be threats (e.g., instrumentation or attrition), and others

might stem from the pattern of results (all groups improve
at the same rate). Even so, with many problems in mind
prior to the study, specific precautions can be taken to
optimize the clarity of the results.

2.8: External Validity

2.8 Define external validity

External validity refers to the extent to which the results
of an investigation can be generalized beyond the condi-
tions of the experiment to other populations, settings, and
circumstances.

External validity encompasses all of the dimensions of
generality of interest. Characteristics of the experiment
that may limit the generality of the results are referred to as
threats to external validity.

2.9: Threats to External
Validity

2.9 Summarize different threats to external validity

Threats to external validity constitute questions that can
be raised about the limits of the findings. It is useful to
conceive of external validity as questions about the
boundary conditions of a finding. Assume that a study has
addressed the issues of internal validity and establishes a
relation between an experimental manipulation (e.g., way
to cope with pain in some laboratory paradigm using
introductory psychology students) and outcome. One is
then likely to ask:

¢ Does this apply to pain that is normally encountered
in every life that is not part of some laboratory setup?

¢ Does it apply to other groups of persons (e.g., diverse
ethnic or racial groups, young children, the elderly,
and so on), to other settings (e.g., clinics, day-care cent-
ers), or to other geographical areas (e.g., rural, other
countries)?

¢ What are the boundaries or limits of the demonstrated
relationship?

Stated another way, one can discuss external valid-
ity in terms of statistical interactions. The demonstrated
relation between the independent and dependent vari-
ables may apply to some people but not others or to
some situations but not others, i.e., the independent
variable is said to interact with (or operates as a func-
tion of) these other conditions. For example, if the find-
ing is obtained with women but not men, we say that
the intervention interacts with subject gender. Also, one
could say the effects of the treatment are moderated by



gender. We will return to the concepts (interactions,
moderators) later apart external validity. The factors
that may limit the generality of an experiment usually
are not known until subsequent research expands upon
the conditions under which the relationship was origi-
nally examined. The manner in which experimental
instructions are given; the age, ethnicity, sex, or gender
identity of the subjects; whether experimenters are from
the general population or college students; the setting
in which the experiment is conducted; and other factors
may contribute to whether a given relationship is
obtained.

One has to be careful in using threats to external validity
as a means of challenging findings of a study. These
threats often are used as superficial criticisms of an
investigation.

That is, one can always criticize a study by saying,
the finding may be true, but the investigator did not
study subjects who (and now you “fill in” some subject
attribute) were much older or younger, were of this or
that ethnicity, were from another country, or who were
bald, bipolar, brainy, brash, or had some other character-
istic beginning with “b.” These tend to be superficial crit-
icisms when they are posed cavalierly without stating
precisely why one would expect findings to be different
as a function of the characteristic selected. In fact, the
generality of experimental findings may be limited by
virtually any characteristic of the experiment and the
subject characteristics noted previously might well be
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plausible. There is some responsibility of the individual
who poses the concern to explain in a cogent way why it
is a threat.

A threat to validity must be a plausible factor that
restricts generality of the results.

2.9.1: Summary of Major Threats

Also, parsimony guides us and in this context directs us
to the view that we do not need to introduce additional
concepts (subject characteristics of all sorts) to explain a
finding without evidence that the additional information
is needed. This does not mean that the finding applies to
everyone, for all time, and in all settings. It just means we
do not go wild introducing complexities until required
(based on clear theory and, even better, on clear data) to
do so. Although we cannot know all of the boundaries of
a finding (i.e., their limits), several characteristics, or
threats to external validity, can be identified in advance
of a particular study that might limit extension of the
findings, but again to be threats they must be plausible.
That is, we have to have a little theory or prior findings
to suggest the threat is quite possible. More concretely,
we do not begin with, yes but the findings might not
apply to this or that cultural group. The onus is on us if
we state this, to continue the sentence “because . ..” and
then to note in a cogent finding specifically why one
would expect differences. Table 2.3 summarizes major
threats to external validity to provide an easy reference,
and let us discuss them as well.

Table 2.3: Major Threats to External Validity

Sample Characteristics
the investigation.

Narrow Stimulus

Sampling (experimenters) used in the experiment.

Reactivity of Experimental
Arrangements
arrangement.

Reactivity of Assessment

The extent to which the results can be extended to subjects or clients whose characteristics may differ from those included in

The extent to which the results might be restricted to a restricted range of sampling of materials (stimuli) or other features

The possibility that subjects may be influenced by their awareness that they are participating in an investigation or in a special
program. The experimental manipulation effects may not extend to situations in which individuals are unaware of the

The extent to which subjects are aware that their behavior is being assessed and that this awareness may influence how they

respond. Persons who are aware of assessment may respond differently from how they would if they were unaware of the

assessment.

Test Sensitization

Measurement in the experiment may sensitize subjects to the experimental manipulation so that they are more or less

responsive than they would have been had there been no initial assessment. This prospect is more likely if there is a pretest and
that pretest is one that alerts awareness that assessment is going on and what the focus of that assessment is.

Multiple-Treatment
Interference
or in the same order.

Novelty Effects

When the same subjects are exposed to more than one treatment, the conclusions reached about a particular treatment may
be restricted. Specifically, the results may only apply to other persons who experience both of the treatments in the same way

The possibility that the effects of an experimental manipulation or intervention depend upon the innovativeness or novelty in the

situation. The results attributed to the experimental manipulation may be restricted to the context in which that is novel or new

in some way.

Generality Across
Measures, Setting, and

The extent to which the results extend to other measures, settings, or assessment occasions than those included in the study.
There is a reason to expect that the relations on one set of measures will not carry over to others, or that the findings obtained

Time in a particular setting would not transfer to other settings, or that the relations are restricted to a particular point in time or to a
particular cohort—these would be threats to external validity.
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2.9.2: Sample Characteristics

The results of an investigation are obtained with a particu-
lar sample. A central question is the extent to which the
results be generalized to others who vary in age, race,
ethnic background, education, or any other characteristic.
In research, there are different types or levels of concern in
generalizing from one sample to another.

Human and Nonhuman Animals: One concern is the
extent to which findings from nonhuman animal research
can be extended to humans. For example, this concern
has emerged in laboratory animal research where experi-
mental manipulation of diet (e.g., consumption of soft
drinks or a particular food in rats) is shown to cause
cancer.

Assume that the findings are unequivocal. We, as
humans, want to know whether the results generalize from
this sample to us. Sample differences are quite plausible
because of the multiple cancer-related factors that may
vary between laboratory rats and humans. The laboratory
rats are given heavy diet of a soft drink, and humans nor-
mally consume some significantly lower proportion of
their diet as soft drinks. The results may not generalize to
subjects (humans) whose diets, activities, metabolism, lon-
gevity, and other factors differ. Also, special features of the
subjects (rats of a particular species) may have made them
differentially responsive to the intervention and hence
restrict generality across species.

Generality is not an inherent problem in the leap
from nonhuman animal to human research. Just the oppo-
site, many of the major advances in psychology (e.g.,
learning), biology (e.g., brain functioning, genetic trans-
mission, understanding HIV), and medicine (e.g., vacci-
nation effects, surgeries) have derived from the fact that
there is considerable generality across species. Also, in
much of basic research, the specific nonhuman animal
that is selected for study is based on some similarity with
the system (e.g., immune, blood, digestive) of nonhumans
and humans or the ability to study processes central to a
human condition. For example, schizophrenia is a serious
mental disease that has pervasive impact on psychologi-
cal functioning (e.g., reward learning, memory, percep-
tual discrimination, object-place learning, attention,
impulsivity, compulsivity, extinction, and other
constructs).

Measures of these impairments in these functions have
been developed in rodents to study processes likely to be
applicable to schizophrenia (Bussey et al., 2012). We will
discuss animal models later, but research often looks at
identifying critical mechanisms that might be involved in a
problem where applicability of key findings to humans is
already known.

For example, exposure to low levels of lead among
children is associated with hyperactivity, deficits in

neuropsychological functioning (e.g., verbal, spatial abil-
ity), distractibility, lower IQ, and overall reduced school
functioning in children. These effects continue to be evi-
dent several years later (see CDC, 2012a). Ingestion of
leaded paint (e.g., children eating paint chips), fumes from
leaded gasoline, and residue of leaded pipes from which
water is consumed have been key sources of exposure,
before changes in each of these sources have been made
(e.g., shift to unleaded gasoline).

Lead collects in the bones and is concentrated in the blood
and in high doses can cause seizures, brain damage, and death.

Several studies with humans have established the
deleterious and enduring effects of low levels of lead
exposure among children. Apart from several studies of
humans, animal research has elaborated critical processes
involved including the effects of low lead levels in
rodents and monkeys on brain activity and structure
(e.g., neurotransmitter activity, complexity in dendrite
formation, inhibition of the formation of synapses, cogni-
tive tasks, and how lead operates) and hence elaborates
how learning and performance are inhibited (see CDC,
2012a). Capitalizing on this research, many countries
have lowered lead exposure and the benefits have been
reflected on increases in child IQ (Jakubowski, 2011).
There is likely to be great generality of these findings in
terms of the brain structures and functions affected across
cultures, ages, and so on.

The lead example conveys areas where nonhuman
animal research has been pivotal in elaborating findings
immediately pertinent to humans. It would be a disser-
vice to animal research and the issue of generality of find-
ings to leave the matter here. The value of animal research
among several scientific disciplines including psychology
does not stem from immediate generality. Much of the
understanding of basic processes (e.g., brain functioning)
stems from animal research. Also, animal research often
conveys what can happen in principle and raises ques-
tions about mechanisms of action and more will be said
about that later.

2.9.3: College Students as Subjects

Heavy Reliance on Undergraduates as Subjects: Another
concern about sampling and external validity relates to
the frequent use of college students as subjects.

Much of psychological research includes laboratory
studies of critical topics (e.g., aggression, depression,
memory) where students are brought into the laboratory
for a brief experiment. How could the results be general-
izable? College students as subjects have been referred to
as WEIRD, an acronym for Western, Educated, Industri-
alized, Rich, and from Democratic Cultures (Henrich,
Heine, & Norenzayan, 2010a, b). Evaluation of research
suggests that approximately 67% of psychology studies



in the United States rely on undergraduates as subjects
(Arnett, 2008).

There are reasons to believe and supportive data to indi-
cate that WEIRDos, as they are called, do not necessarily
represent individuals from other cultures in fundamental
ways in such areas as attributions, reasoning style, per-
sonality, perception, and others.

For example, recall from undergraduate psychology
the famous Muller-Lyer Illusion (see Figure 2.1). Examina-
tion of scores of cultures indicates that not all people see
the line in the top part of the figure as longer than the line
in the latter. Although the lines are the same length, indi-
viduals from other cultures see the difference as much
smaller than do WEIRDos. The broader lesson is that we
often assume that we are investigating fundamental pro-
cesses even in such core areas as perception and that these
will have broad generality. In fact, that has been readily
challenged now that we know more about strong cultural
influences that can greatly influence generality as a result.

There are two levels to consider this point:

1. For psychology as a field, the heavy reliance on college
students really does jeopardize generality of many of
our findings. We do not know the extent of the problem
because studies with college students are rarely
replicated with other populations. Yet, we know that
there are important cultural differences in how people
view the world and see their place in nature (e.g.,
in relation to other and other beings) and that such
frameworks affect memory, reasoning, perception, and
perspective taking (Atran, Medin, & Ross, 2005; Bang,
Medin, & Atran, 2007; Wu & Keysar, 2007). Moreover,
cultural differences and preferences are mediated by
variation in neural substrates, as demonstrated by
brain imaging (functional magnetic resonance imaging
[fMRI]) studies (e.g., Hedden, Ketay, Aron, Markus, &
Gabirieli, 2008).

2. For our own individual studies, we only need to con-
sider whether generality across samples is a priority for
the study. In many studies, this is not necessarily a con-
cern. First, we want to show whether there is a relation
between variables and generalizing at this initial point
may not be critical. In the case, sample selection is still
important. We want to select the sample that is likely to
show the effect, at least in this initial study. Generality
of the finding at this point may not be something of
concern. Even so, in light of recent research, it is useful
to keep in mind that college students, the “standard” or
most frequently used sample for research, may have
special features that limit generality.

In recent years, the heavily reliance on college students
has been complemented by Internet studies that rely on
nonstudent populations.
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Researchers increasingly recruit subjects from Web
sites such as Amazon Mechanical Turk (www.mturk.com/
mturk/welcome) or Qualtrics (http://qualtrics.com/),
which yields a broader range of individuals in terms of age,
education, and other demographic characteristics than col-
lege students (e.g., Buhrmester, Kwang, & Gosling, 2011).
Comparison of many findings indicates that college student
and Internet samples show quite similar effects and the
worry of generality of findings from one group to the other
may be exaggerated. Such extensions are all to the good in
terms of external validity. Also, as our own culture has
become richer in minority group representation, the cultural
differences can be studied further to evaluate the factors that
influence generality of a finding.

2.9.4: Samples of Convenience

Samples of Convenience: Related to the use of college
students, occasionally there is concern about the using of
other samples of convenience. This refers to the selection
and use of subjects merely because they are available.

Obviously, a sample of subjects must be available. How-
ever, occasionally subjects are selected because they are
present in a convenient situation (e.g., waiting room,
hospital ward) or are available for a quite different pur-
pose (e.g., participation in another experiment that
requires a special population). An investigator may use
an available sample to test a particular idea or to evalu-
ate a measure he or she has just developed, but the sam-
ple may not be appropriate or clearly the one best suited
to the test.

The most common use of samples of convenience is in
situations in which a sample is recruited for and well
suited to one purpose. As that study is begun, the original
investigators or other investigators realize that the data set
can be used to test other hypotheses, even though the orig-
inal sample may not be the sample that would have been
identified originally if these other, new purposes were the
central part of the study. When samples of convenience are
used, the onus is on the investigator to evaluate whether
unique features of the sample may contribute to the results.
The use of a highly specialized population that is selected
merely because it is convenient raises concern. The special-
ized population and the factors that make them particu-
larly convenient may have implications for generalizing
the results.

As an extreme case, the sample may be recruited
because of meeting criteria related to clinical dysfunction
(e.g., use of illicit drugs, excessive consumption of alcohol)
in keeping with the goals of a study. Another study is
added on to that by perhaps adding a measure or two to
evaluate depression, personality style, or some other
domain not part of the original study. Utilization of the
sample in novel ways is fine and often creative. However,
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it may be appropriate at the end for the reader or reviewer
of the report to ask, “why this sample?” How will the
results pertain to the sample one cares about (e.g., people
not recruited for some very special purpose)? Samples of
convenience appropriately raise these concerns.

2.9.5: Underrepresented Groups

Underrepresented Groups: A broad concern about the
generality of findings from one sample to another
pertains to the limited inclusion of women and
underrepresented and minority groups as research
participants. Historically, women and various ethnic
groups were not extensively studied in the context of
many topics in the biological, behavioral, and social
sciences in the United States (and elsewhere).

The point about ethnicity was made dramatically in a book
entitled, Even the Rat Was White (see Guthrie, 2003). Many
studies (approximately 40%) did not even report ethnicity
of the sample, so the scope of the problem is not easily
assessed when the issue codified several years ago (Case &
Smith, 2000).

Major efforts have been made to controvert this seri-
ous underrepresentation of minority groups, both of not
including and of not reporting characteristics, of the sam-
ple. For example, federal funding agencies (e.g., National
Institute of Mental Health) require including and specify-
ing clearly what groups will be included in a study, and if a
particular group is to be neglected, a firm rationale is
needed. Even so, it is clear that many groups have not been
routinely included in research. In relation to proportion
of the population in the census (in the United States),
some groups have been overrepresented in research (e.g.,
African Americans) and others have been quite underrep-
resented (e.g., Hispanic Americans, Native Americans).
A critical issue is the extent to which findings may be
restricted to those groups included in research.

I have mentioned cross-cultural differences previ-
ously in the comments about undergraduates as subjects
and how findings may not represent what is obtained
from other types of subjects (non-WIERDos). In the con-
text of treatment of psychiatric disorders, we also know
the important and ethnic differences and possible mecha-
nisms involved. For example, responsiveness to medica-
tion for psychiatric disorders varies as a function of
ethnicity (Lin & Poland, 2000). There are important rea-
sons to expect ethnic differences in part because diverse
groups differ in concentrations of various enzymes that
influence metabolization of drugs. Many of the enzyme
concentrations seem to be genetically controlled and per-
haps emerged in defense to toxins (e.g., exposure to plants,
pollen, and infection) in the environments that differ as a
function of the respective geographical areas of origin for
the different ethnic groups. Absorption and rate of

metabolizing drugs that in some way utilize these enzymes
can vary significantly and hence serve as the basis for
expecting ethnic differences in response to medication
(e.g., among African Americans, Asians, Caucasians,
Hispanics, and Saudi Arabian adults). From a clinical
perspective, this means that a recommended dose (e.g., of
some antidepressant and antianxiety medications) for
members of one group can be an overdose or underdose
for members of another group. From a methodological
perspective, this means that findings from a study with
one ethnic group might not generalize to another group
whose enzyme profile in relation to processes involved in
a particular medication is known to differ from the profile
of the sample included in the study.

The focus on underrepresented and ethnic minority
groups in the United States raises broader research issues.
As psychologists and social scientists, we are concerned
with the generality of our findings across groups, espe-
cially those groups that have been neglected and under-
represented. Yet, the scientific agenda is much broader. We
are interested in people of the world, many cultures, and
many subgroups within a culture. Within our own culture,
including women and men is strongly advocated in
research proposals. Yet, not such systematic attention has
been given to sexual identity, and there is no reason to not
give that similar attention. The basis for saying that has to
do with the prospect that sexual identity might well mod-
erate (influence) many findings and studies of individuals
with one particular type of identity may not generalize to
others. Of course, we need to pose why that might be true
in any given instance, but the topic has been fairly
neglected.

We wish to know the extent to which findings extend to
these diverse groups, and principles or processes that can
explain how culture influences affect, cognition, behavior,
development, the family, and so on.

We would like to know about processes that explain
generality of findings or lack of generality of findings
among diverse groups and cultures in part because every
key or major finding could not be studied with all different
ethnic groups and indigenous populations in the world.
This is not a reason to restrict research to one or a limited
number of groups. Quite the opposite. However, the com-
ments also convey that extending research to different
groups is not an end in itself. Rather, the goal is to under-
stand the processes, sources of influence, and factors that
might dictate why or how a finding is one way in this con-
text but another way in a different context. As these com-
ments suggest, external validity is not just a topic of
methodology, but raises important substantive questions
about research findings, the factors that may influence
them, and fundamental processes or mechanisms on which
group differences are based.



When the study of the generality of findings across
groups or samples serves as the basis for research, it is
important to go beyond the basic question of whether or
the extent to which prior results also apply to a new group.
As a basis for new research, it is very useful to identify the-
oretical issues or to propose mechanisms or processes that
would lead one to expect differences in the findings across
previously studied and to-be-studied samples. Under-
standing processes or factors that may mediate (account
for) differences of various samples is especially valuable
not only for theoretical reasons but for practical ones as
well. In the approximately 200 countries of the world, there
are thousands of ethnic cultural groups, within individual
countries often many groups (e.g., Chad in Africa, noting
200 different groups; www.infoplease.com/ipa/A0855617.
html). In short, there are more groups than can ever be
studied to test the generality of all or all major findings,
whatever these findings would be. In the United States, the
Census (2010) recognizes a limited number of groups:

e White, Black, or African American
¢ American Indian or Alaska Native
e Asian

¢ Native Hawaiian or Other Pacific Islander

2.9.6: Additional Information on
Underrepresented Groups

However, a separate question is asked about Hispanic or
non-Hispanic so that the 5 categories x 2 options yield
groupings. Yet, these groupings greatly underestimate and
misrepresent ethnicity and culture.* Moreover, in the
United States, the most recent census places multiracial
individuals as the fastest growing ethnic group. And of
course studying this group raises challenges because mul-
tiracial group masks enormous richness and heterogeneity
rather than “one group” that ought to be studied.

There are excellent opportunities to study generality of
findings. Challenging the generality of a given finding or
testing the generality in a subsequent study ideally has a
strong conceptual or empirical basis for believing the origi-
nal finding will not generalize.

Parsimony is where we begin, namely, that the original find-
ing stands in explaining how variables are related across all
groups.

It is then incumbent that someone who challenges that
shows why that simple view cannot account for additional
demonstrations.

As often as not, it may be important to show that find-
ings do generalize. When one is testing the generality of
findings to a new type of sample, it is important to make
the case that there is an interesting reason to suspect differ-
ences among groups. A weak rationale for any new study
is that, “whether the finding generalizes to this population
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has not been studied before.” This is weak unless strongly
bolstered by theory, data, or brilliant reasoning that sug-
gests why lack of generality would be expected. This type
of study is a much more significant contribution than
merely assessing whether effects of prior research general-
ize to a new set of subjects who vary in some way from the
original sample. There is a compromise position from
merely replicating a finding to jumping from one sample to
the next. That is to do the study including two (or more
samples) and make predictions of differential responsive-
ness and why. That study asks a more sophisticated ques-
tion, suggests possible bases for sample differences, and in
the process hypothesizes reasons why the differences
might be there.

2.9.7: Narrow Stimulus Sampling

Although the usual concern in generality of results has to
do with sample characteristics and whether the findings
extend across different subjects, equally relevant but less
commonly discussed is the extent to which the results
extend across the stimulus characteristics of the investiga-
tion (Wells & Penrod, 2011). The stimulus characteristics
refer to features of the study with which the experimental
manipulation or condition may be associated and include
the experimenters, setting, interviewers, or other factors
related to the experimental arrangement. Any of these fea-
tures may restrict generality of the findings. That is, it is
possible that the findings occurred under the very
restricted or narrow stimulus conditions of the study.

There is a way in which you are already familiar
with the problem. If I did a two-group study and used
only one subject in each group, you would be likely to
say, “Yes, but will the results generalize or apply to more
than just that one subject who received the special condi-
tion?” Narrow stimulus sampling is very much the same
question and goes like this, “yes, but will the results gen-
eralize to more than one stimulus condition provided in
the study?”

The most common occurrence in psychological
research pertains to restricted features of the experimenters
or materials used in the study itself. For example, use of
one experimenter, one therapist, one taped story, or
vignette presented on a laptop or the Web may restrict
generality of the results. Something about those stimulus
conditions may be unique or special. Will the results show
beyond this very restricted set of stimulus conditions?

Here is the case where it is difficult to have a plausible
rival hypothesis as to why the stimulus conditions may be
contributing to the results. Early in the development
of a new intervention, often a single investigator may
conduct a very well-controlled study. Let us say, patients
are assigned to a new and improved treatment, tradi-
tional treatment, or wait (no treatment). The investigator
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developed a new treatment and is the logical choice to
serve as therapist. Let us say she administers all condi-
tions. At the end of the study, patients in the investigator’s
special treatment did better than patients in the other
groups. A potential problem as a threat to external validity
is that perhaps the results would not generalize to other
therapists. Something about the investigator administering
her favorite treatment (more enthusiasm, persuasive
appeal) may make the results specific to her. We could pro-
tect against that prospect and test this directly by including
at least two therapists administering each of the condi-
tions. Then at the end of the study, we could test whether
the effects (conclusions) varied as a function of who admin-
istered the treatments. That would be an excellent addition
to the study.

The setting and restricted setting can serve as a basis of
narrow stimulus sampling and raise questions about gen-
erality of the results.

Reviews of psychotherapy research consistently con-
clude that treatment is effective for a variety of clinical
problems (e.g., Nathan & Gorman, 2015; Weisz & Kazdin,
2010). A perennial concern is whether the effectiveness of
treatment in well-controlled studies is greater than the
effects obtained in clinics outside of the laboratory.®
Clearly, generality of results from controlled clinic/
laboratory settings to “real-life” clinics raises a critical
issue. Among the things we know is that once one leaves
the controlled setting, the treatments tend not to be admin-
istered with the same care (e.g., diluted versions) and
probably that is one reason why effects do not transfer (see
Weisz, Ng, & Bearman, 2014). Also, many differences in the
clients (who is seen in treatment, what types of problems
they present), in who provides treatment, and in how care-
fully treatment integrity is monitored could explain setting
differences. If these were controlled, setting may or may
not make a difference in the effects of psychotherapy.

Concern with generality across settings extends to med-
ical treatments too. Treatment and prevention of HIV/AIDS
for example begin with controlled trials where the interven-
tion (e.g., a “cocktail” combination of drugs—antiretroviral
therapy) can be closely monitored and participants are
recruited especially for the project. Once the effect is demon-
strated, the treatment is extended widely to other circum-
stances where administration, delivery, and diversity of
people are less well controlled. A recent demonstration
showed that the results did indeed generalize from a con-
trolled to community setting (Tanser, Barnighausen, Grapsa,
Zaidi, & Newell, 2013), but this is not always the case. As I
mentioned, a highly controlled trial can show what can hap-
pen (in principle, when all is controlled) and then we extend
this to natural settings where such controls and conditions
are not easily implemented to if what does happen is similar
to what was shown in research.

2.9.8: Additional Information on
Narrow Stimulus Sampling

An elegant intervention study is to evaluate the impact of
the treatment across two or more different types of settings
in the same study. This is only occasionally done because
of the logistics of implementing interventions in even one
type of setting. Yet, as an example, in a large-scale treat-
ment study, 24 public and private clinics (including >2,700
individuals with depression or anxiety) were assigned ran-
domly to a stepped-care intervention (psychoeducation
and then if needed interpersonal psychotherapy) adminis-
tered by lay counselors or treatment as usual (regular clini-
cal care) as administered by trained health care workers
(Patel et al., 2010). Medication was available as was spe-
cialist attention (health professional) for suicidal patients.
At 6 and 12 months after treatment, the intervention group
had higher rates of recovery than a treatment-as-usual con-
trol group administered by a primary health care worker,
lower severity symptom scores, lower disability, fewer
planned or attempted suicides, and fewer days of lost work
(Patel et al., 2010, 2011). Interestingly, the setting mattered.
The results were quite strong in the public clinics but not
evident in the private clinic. Among the possible reasons is
that those seen in private clinics were receiving good qual-
ity care already in the treatment-as-usual control condition
and therefore differences between the two treatment condi-
tions may have been less easily detected.

Returning to laboratory experiments, usually it is not
easy to pose a rival interpretation as to why one stimulus
condition (experimenter) could restrict generality of the
results. Yet, it is usually a better study if you can take that
question of restricted sampling of the conditions presented
to the subjects off the table. And stimulus sampling need
not be large. Instead of one experimenter use two or more
or instead of one vignette to present the manipulation or
experimental condition, use two or more.

The goal: At the end of the study, we would like to say that
the experimental manipulation did not depend on special
features and ancillary features (something about the exper-
imenter or vignette) of the study. Alternatively, if the results
did depend on one set of characteristics rather than
another, that would be very important to know.

As a summary statement, restricted stimulus condi-
tions can be a threat to external validity. The narrow range
of stimuli may contribute to the findings, and the results
may not extend beyond these stimuli conditions. The
implications of including a narrow range of stimuli in an
investigation extend beyond a threat to external validity.
We will address the issue again in the context of construct
validity. At this point, it is important to note that the stimu-
lus conditions of the experiment and settings in which
research is conducted may very much relate to and hence
limit generality of the results.



2.10: Additional Threats
to External Validity

2.10 Classify each of the additional threats to external
validity

Reactivity of experimental arrangements, reactivity of
assessment, test sensitization, multiple-treatment interfer-
ence, novelty effects, and generality across measures, set-
ting, and time comprise the balance of major threats to
external validity.

2.10.1: Reactivity of Experimental
Arrangements

The results of an experiment may be influenced by the fact
that subjects know they are being studied or that the purpose
is to examine a particular relationship between variables.

Reactivity refers to being aware of participating and
responding differently as a result.

The external validity question is whether the results
would be obtained if subjects were not aware that they
were being studied.

In a vast majority of psychology studies, subjects (e.g.,
college students, recruited subjects from the Web) must be
made aware that they are participating in an investigation
and provide informed consent that they understand the
purposes and procedures of the study. Investigators often
try to obscure the focus or purpose of the study (e.g.,
“memory and emotion experiment” when the purpose is
seeing if false memories can be induced). Yet, this does not
alter reactivity per se. The issue is whether participants
know they are participating in an experiment. There are
exceptions where subjects do not know: those studies that
examine records (e.g., medical or police records, school
files) that are routinely available in a setting and where the
individual subject cannot be identified. In these studies,
informed consent may not be required and subjects then
will not be told that they are in a study.

If virtually all experiments are likely to be arranged so
that subjects are aware that they participating in a study,
why even discuss reactivity? The answer is that we want
to reveal relations that are not necessarily restricted to
the particular settings in which the relations are
demonstrated.

For many types of experiments (e.g., nonhuman ani-
mal studies with rodents), we can be assured that reactivity
is not likely to be a problem. We can assure this further by
having no observers (humans around) and collect data
automatically (machine) and observed by camera. But for
human studies in laboratory paradigms, participants have
their own motivation and interpretation of what is
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transpiring. If they are aware of participation, the effect of
the experimental manipulation can be affected by these
motives and interpretations. This is a threat to external
validity because the generality question is, would these
results be obtained if the subjects were not aware that they
were participating in a study? Some situations might
clearly raise the question. For example, in a study of altru-
ism, sharing, kindness, prejudice, or table manners, per-
haps people are a little more giving and “well behaved”
than they would otherwise be if they did not know they
were being watched in an experiment. In some cases,
experimental situations can be set up where cameras record
behavior while the individuals are left to believe that they
are on their own. Or if they are informed that cameras are
present, over time this may be less reactive than the situa-
tion in which a live experimenter was present.

Reactivity can be a matter of degree. Just because the
subject is aware of participating in an experiment does not
mean that the results will be altered. Subjects can vary in
the extent to which their performance is altered and experi-
mental arrangements can vary in the extent to which they
are likely to foster special reactions. Even so, as one designs
an experiment or a set of experiments, it is valuable to see
whether key relations of interest are evident when the sub-
jects are aware or not aware that they are participating.

Reactivity has an interesting twist in light of psycho-
logical research on unconscious process. Awareness of
being involved in an experiment usually refers to the sub-
ject being able to state, realize, know, understand, and
reply when asked about whether he or she is participating
in an experiment. Yet, we often respond to cues that are out
of our conscious awareness (Bargh & Morsella, 2008). Cues
in the environment prime (or promote) thoughts and
actions even though they are out of awareness. For exam-
ple, some ancillary visual cue in the setting (e.g., a brief
case) or some background smell (e.g., all-purpose cleaner)
influences performance on experimental tasks (e.g.,
increases competitiveness and being neater, respectively)
(see Thaler & Sunstein, 2008). When subjects are asked
why they performed in this or that way, they cannot label
the experimentally manipulated background cues that led
to their behavior. Related, we have known for some time
that the sight or presence of a gun can increase aggressive
thoughts (e.g., Anderson, Benjamin, & Bartholow, 1998;
Bartholow, Anderson, Carnagey, & Benjamin Jr, 2005).
Again, one does not have to be aware of the cues con-
sciously for them to exert influence. For present purposes,
reactive arrangement can occur whether or not the subjects
can explicitly state they are in an experiment.

The external validity question is whether there is
something about the arrangement in addition to the exper-
imental manipulation that may have contributed to the
results. And, would the results be evident without that
“something”?



38 Chapter2

2.10.2: Reactivity of Assessment

Reactivity of assessment is distinguishable and focuses
on the measures and measurement procedures.

In most psychology experiments, subjects are fully aware
that some facet of their functioning is assessed.

o Ifsubjects are aware that their performance is being assessed,
the measures are said to be obtrusive. Obtrusive measures
are of concern in relation to external validity because
awareness that performance is being assessed can alter
performance from what it would otherwise be.

e If awareness of assessment leads persons to respond differ-
ently from how they would usually respond, the measures
are said to be reactive.

In research, the fact that clients are aware of the assess-
ment procedures raises an important question about the
generality of the findings.

Will the results be evident (generalize) to other meas-
ures of which the subject was unaware?

What do you think?

The heavy reliance on self-report and paper-and-pencil
inventories conveys the potential problem. These measures
are among the most types amenable to subject distortion
and bias. One can convey an impression or censor responses
more readily on such measures. There are well-studied
response styles or ways that individuals approach complet-
ing measures including the tendency to say yes and to pre-
sent oneself in a socially desirable light. More will be said of
these later. Obviously, these are more likely to influence the
results when subjects are aware that their behavior or other
responses are being assessed. The external validity question
is whether the results would be obtained if subjects were
unaware of the assessment procedures.

2.10.3: Main Strategy for
Combatting Reactivity

The main strategy to combat reactivity and obtrusiveness
of assessment is to include in a study a measure where the
purposes are not so clear and where distortion is less
likely.

For example, in a controlled study designed to prevent
child abuse, mothers who used physical punishment
and were high in anger toward their children partic-
ipated in an intervention or no-intervention control group
(Peterson, Tremblay, Ewigman, & Popkey, 2002). Parents
kept daily diaries that just asked open questions about the
children and how the parents responded. No questions
were asked about physical punishment or the use of new
practices (time out, ignoring misbehavior) that had been
trained. The results supported the effectiveness of the

intervention. The assessments may have been minimally
reactive because they did not specifically ask about harsh
practices that individuals may have been more reticent to
acknowledge.

Another type of measure focuses on implicit attitudes
or views and consists of individuals responding to a labo-
ratory task where stimuli are presented perhaps along with
positive and negative words. A measure derived from this
is one’s implicit attitude about the topic of phenomenon.
For example, in one study newly married couples were
assessed in relation to marital satisfaction at the beginning
of the study (McNulty, Olson, Meltzer, & Shaffer, 2013). A
self-report questionnaire was to measure satisfaction at
this initial point in the study. In addition, an implicit meas-
ure was used where each person responded to a lab task of
associating positive and negative words with a photo of
their partners as well as with other individuals. From the
measure, one could obtain an implicit (i.e., not explicit)
view of one’s partner and the positive or negative valence.
Interestingly, the results indicated that self-report measure
did not predict marital satisfaction over the course of the
study. The implicit attitude measure did. Interestingly too
is that the self-report and implicit measure did not corre-
late with each other. The point here is that there are meas-
ures that can identify out of consciousness views or
reactions, and these are likely to be less vulnerable to
reactivity.

There are many other measures (e.g., of biological
processes and reactions, eye tracking, reaction time)
where one knows that measurement is going on but the
measures are less amenable to distortion on the basis of
motivation or concerns of participants. In designing a
study, it is usually advisable to use measures with differ-
ent methodologies (e.g., not all self-report, not all direct
observation). Among the reasons is to ensure that any
finding is not restricted to a specific method of assess-
ment. This is very much like the concern about narrow
stimulus sampling. The reactivity issue adds another
component. If it is possible to include measures that are
less transparent or reactive, then usually that is an excel-
lent addition to the study.

At this point, it is important to note that reactivity
comes in two major forms that can influence generality of
the results:

1. The experimental arrangement, discussed previously,
and it refers to whether subjects believe they are par-
ticipating in an experiment or might pick up cues that
guide their behavior whether or not they are aware.

2. The assessment procedures and whether the subjects are
aware of being assessed and presumably can alter
their performance as a result.

In any given study, reactivity may or may not be of
interest. More broadly in psychological science, we



certainly want to establish findings that are not restricted
to when subjects are aware they are in an experiment and
being assessed.

Critical Thinking Question

What is the main strategy that you can use to combat reactivity and
obtrusiveness of assessment? Recall the example of the controlled
study designed to prevent child abuse. Why would a study such as
this work well? Come up with your own idea for a measure where
the purposes are not so clear and where distortion is less likely.

2.10.4: Test Sensitization

In many investigations, pretests are administered rou-
tinely. These refer to assessment at the beginning of a study
in advance of whatever the experimental manipulation or
intervention will be. The purpose is to measure the subject
standing on a particular variable (e.g., reading skills, anxi-
ety). There are many methodological and statistical bene-
fits in using a pretest.

At the same time, administration of the pretest may in
some way sensitize the subjects so that they are affected differ-
ently by the intervention, a phenomenon referred to as pretest
sensitization. Individuals who are pretested might be more
or less amenable or responsive to an intervention (e.g.,
treatment, persuasive message) than individuals who are
not exposed to a pretest merely because of the initial
assessment.

Essentially, a pretest may alert someone to attend to some
manipulation or event in a different way from what they
would have without a pretest.

This does not have to be a conscious process where the
individual makes the connection between the assessment
and the experimental manipulation or says “aha” and has
some special insight.

As an example, consider an investigator who wishes to
examine people’s views toward violence. The hypothesis
may be that viewing violent movies leads to an increase in
aggressive thoughts and a greater likelihood of engaging
in aggressive acts. The investigator may wish to evaluate
views of people after they see a violent gangster film. The
film may be shown at a movie theater, a laboratory setting
where volunteers view the movie on a laptop, or video seg-
ments played online for subjects recruited through the
Internet. Let us take the movie theater as the example. As
patrons enter the lobby, they complete the measure right
before viewing the film, and then on their way out of the
theater, they complete the measure again. They are prom-
ised a coupon for a small bag of popcorn (probably the
equivalent of U.S. $20) for their next visit once they com-
plete both measures.

Here is how pretest sensitization can fit in.
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It is possible that administration of a test before the
film is shown (i.e., the pretest) makes people view and
react to the film somewhat differently from their usual
reaction. Perhaps the questions heighten sensitivity to cer-
tain types of issues or to the entire topic of violence, which
may not have otherwise been raised. At posttest perfor-
mance, how subjects respond is not merely a function of
seeing the movie but also may be due in part to the initial
pretest sensitization. Hence, a possible threat to external
validity is that the results may not generalize to subjects
who have not received a pretest. Administering a pretest
does not necessarily restrict generality of the results. It
does, however, raise the question of whether non-pretested
individuals, usually the population of interest, would
respond to the intervention in the same way as the pre-
tested population. As with other threats to external valid-
ity, there is no challenge here about the finding itself, but
there is a question of whether the relationship between
viewing a violent movie and views of violence would be
evident without some sensitization experience that imme-
diately precedes the movie.

A potential confusion is useful to address here. Earlier I
discussed testing as a threat to internal validity. That refers
to improved (or could be worse) scores merely as a function
of completing the measure more than once. Now we have
discussed pretest sensitization. This is the possibility that
the pretest plus the intervention lead to a special outcome
at posttest. The intervention might not show that same
effect if it were not for some pretest that helped increase the
impact of the intervention. This is not the effect of repeated
testing but the effect of special impact of the pretest.

I mentioned an example previously designed to
prevent sexual assault among military personnel. Individu-
als received a special training program to increase their
knowledge, empathy, understanding of military rules and
policies, and women'’s perspectives related to sexual assault
or received no intervention (Rau et al., 2011).° An interest-
ing feature of the study was an effort to evaluate testing and
pretest sensitization. So some subjects received only the
posttest and others both pretest and posttest. The results:
there was a testing effect so that even without a special
intervention military personnel improved (e.g., became
more sensitive, empathic, etc.) on the measures. But there
was no pretest sensitization effect. This means that individ-
uals who received the intervention improved equally well
(and better than no treatment) whether or not they had the
pretest.7

2.10.5: Multiple-Treatment
Interference

In some experimental designs, subjects are exposed to
more than one experimental condition. This could be an
experiment manipulation, sequence of tasks, or two or
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more interventions. Perhaps subjects are asked to evaluate
different stimulus materials (e.g., faces, stories, videos) that
vary in some way to test a critical hypothesis. When more
than one task is presented, it is possible that performance
on the second or third task is influenced by the preceding
history of a prior task.

Multiple-treatment interference refers to drawing conclu-
sions about a given manipulation or intervention when it
is evaluated in the context of other manipulations.
(Although tradition uses the term “treatment,” the threat
refers to instances in which subjects receive more than
one condition in an experiment; that does not have to be
“treatment.”)

This is an external validity issue because the conclu-
sion drawn about one intervention may be restricted (and
not generalize) to those circumstances in which prior
manipulation or intervention was not provided. Stated
another way, the effects obtained in the experiment may be
due in part to the context or series of conditions in which it
was presented.

As an illustration, assume an intervention is used for
individuals who were in a depression program where they
received cognitive behavior therapy. Let us say further
that many individuals who did not respond now were sub-
jected to another form of therapy (e.g., interpersonal psy-
chotherapy). Let us say further that most of the individuals
did respond (recover from depression) after this second
treatment. It is possible that interpersonal psychotherapy
worked in the context of having a prior treatment first. Per-
haps interpersonal psychotherapy would have not been
effective or as effective without the sequence of cognitive
behavior therapy followed by interpersonal psychotherapy.
Just because the first treatment did not seem to be effective
does not mean that it had no effect. It may have sensitized
or somehow increased responsiveness to the second inter-
vention. That would be an example of multiple-treatment
interference, namely, the effects of the second treatment
may not generalize to situations in which that treatment is
presented on its own.

In treatment research (e.g., for psychotherapy or medi-
cation) occasionally cross-over designs are used in which
some individuals receive intervention A (e.g., for a week)
followed by intervention B. Other individuals receive the
same interventions but B first and then A. After each treat-
ment, measures are administered to evaluate outcome.
Whatever the outcome, the effects of B might be due to B
all by itself or be due to B only when preceded by A. We
cannot tell. Adding another group that receives the same
treatments in reverse order can tell. Is B equally effective
when it is first or second in the sequence? In such designs,
one can evaluate whether a given treatment (A or B) has
different effects with and without potential interference of
a prior treatment.

2.10.6: Novelty Effects

As a threat to external validity, novelty effects refer to the
possibility that the effects of an experimental manipulation
may in part depend upon their innovativeness or novelty
in the situation.

The effects of the intervention may depend upon and be
limited to the context in which it is administered.

The context may make the experimental manipulation
salient or otherwise novel in some way. Consider an exam-
ple of novelty effects well outside of psychology. In the
United States, thousands of motor vehicle accidents (e.g.,
~30,000) occur each year between fire trucks and other
vehicles and are the second highest cause of death (after
overexertion/stress as the number one cause) among fire-
fighters (Donoughe, Whitestone, & Gabler, 2012). Some
evidence has suggested that yellow (or lime/yellow) fire
trucks, compared to more traditional red fire trucks, have
significantly fewer accidents with cars, and when they
have accidents they are less serious (http:/ /www.apa.org/
research/action/lime.aspx). The usual interpretation of
this finding is that the human eye has greater difficulty in
perceiving red relative to many other colors, including yel-
low. Because drivers more readily see yellow trucks, they
can avoid the trucks more easily and hence fewer accidents
are likely.

Consider the role novelty might play as a threat to exter-
nal validity. Quite possibly, the reduced accident rates
associated with yellow fire trucks are due in part to the
fact that such trucks are quite novel. That is, they depart
from the vast majority of red trucks that still dominate in
the United States. The reduced accident effect could be
restricted to the novelty of introducing yellow trucks and
not the color itself.

Perhaps if most fire trucks were yellow, the benefits
would be lost. Indeed, against a sea of yellow trucks, red
trucks might be associated with reduced accidents because
of their novelty. This is not a trivial point because loss of life
is involved and we want to know precisely what to do. If
the color of fire trucks were the critical issue, then changing
to yellow trucks would be the obvious strategy. If novelty
accounts for the effect, this leads to a different strategy.
One would encourage changes in fire trucks. Whenever
trucks are replaced or repainted, perhaps their color ought
to change and the color (from red to yellow and perhaps
back to red or some other color) might not be too impor-
tant. Or if it is novelty, patterns on the trucks or light dis-
plays that could be varied to make them novel might be
called for. The research may sound silly but without under-
standing why reduced accidents occur, it is easy to adopt a
strategy that will have little impact. For example, a change
to all yellow or mostly yellow fire trucks may have no
enduring impact on accidents if novelty is responsible for
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the effect. (My master’s thesis on stealth and camouflage
fire trucks with sirens pitched so only dogs could hear
them shed interesting light on this matter but that story is
for another time.) The external validity issue is this. The
intervention (yellow trucks) may be restricted to situations
in which that intervention is novel.

In passing, it is worth noting that most fire trucks in
the United States remain red and many fire departments
that tried yellow trucks are returning to red (Thompson,
2010). Among the reasons is that the public has strong rec-
ognition of fire trucks as being red. Also, technology has
improved so that fire trucks can have more reflective mate-
rials and make themselves conspicuous in other ways
(sounds and sights) than changing their color. All that said,
we do not seem to have a verdict with solid data one
whether any particular color now decreases accidents and
fatalities and if it does whether it is novelty (changing
colors) or the color.

The presence of novelty effects is difficult to evaluate.
The situation in which it is likely to emerge is when
some intervention or manipulation is compared to no
treatment or no manipulation. The study seems controlled,
but the intervention or manipulation may have worked
because of its novelty that in fact was not controlled. A
new intervention (e.g., educational program, diet, treat-
ment) when first introduced may seem to be effective
because of its special procedure effects or because of its
novelty (or some combination). Effects due to novelty
would wear off over time as the intervention is extended
and becomes the norm rather than novelty. It may be that
we must couch new interventions as “new and improved,”
very much like the latest in smartphones, smartwatches,
ear buds, headsets, soaps, cereals, automobiles, and sham-
poos we purchase, and they will be more effective in part
because of their novelty. When a new intervention is intro-
duced, we may not know whether it is the “new” (novelty
effect) or the “improved” (putatively better procedures or
techniques) that accounts for the change. In such cases,
novelty becomes a threat to external validity; that is, the
effect may not generalize to situations in which it is not a
novelty.

2.10.7: Generality across Measures,
Setting, and Time

This is a catch-all category of threats to external validity.
The potential threat to consider is whether there is any
facet of the measure, setting in which the study was done,
or time that might restrict generalization of the results.

e As for measures, were the results obtained on meas-
ures unique to those particular measures rather than to
carry over to other indices of the construct? For exam-
ple, in treatment studies, individuals may decrease in
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depression on standardized psychological measures
(paper and pencil, interviews).

¢ Do the intervention effects carry over to other indices
of how individuals are doing in everyday life?

* Or when voters are surveyed (self-report) about for
whom they will vote, to what extent does that general-
ize to other measures (their actual voting behavior)?

For setting, the study was conducted under special
circumstances (e.g., some lab arrangement).

o To what extent are the findings likely to be restricted to that
setting? For example, many prevention programs are
first evaluated in the schools. Yet, there may be many
features of the schools (which ones were selected, in
what neighborhoods, under what circumstances) that
optimize the likelihood of obtaining an effect of the
program.

o Will the results generalize to other settings that perhaps
have more impediments (e.g., financial, administrative) that
could limit the effects of the program?

 Finally, are the findings restricted to a particular point in
time? There are different variations. The first per-
tains to timing of the assessment. At the end of the
study, assessments are administered and groups
may be different.

* Would these effects be evident one month or one year later?
In most experiments (e.g., in labs with college stu-
dents), this is not necessarily of interest. The study is
done, data are collected, and all the conclusions one
wants to reach are for that moment in time. In other
cases where there are interventions (education, treat-
ment, prevention, counseling), we may care about
immediate change but also more enduring effects.

An external validity question that can be raised is
whether the same results would have been obtained had
measurements been taken at another time, say, several
months later.

For example, in the context of psychotherapy research,
the effectiveness of treatment usually is evaluated immedi-
ately after the last therapy session (posttreatment assess-
ment). Yet, treatment studies occasionally show that the
conclusions reached about a particular treatment or the
relative effectiveness of different treatments can vary from
posttreatment to follow-up assessment (see Kazdin, 2000).
In some cases, treatments are no different at posttreatment
but are different at follow-up; in other cases, treatments are
different at posttreatment but no different at follow-up.
Most psychotherapy studies do not include follow-up
assessment, so we do not know how pervasive these varia-
tions are. But the general point for external validity is not
about psychotherapy studies. In short, conclusions about
the effectiveness of an intervention may depend on when
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the assessments are completed. Stated as a threat to valid-
ity, one might say, yes this intervention is more (or less)
effective. However, would this conclusion apply to another
time period (e.g., in a year from now)?

A second way in time can relate to external validity
pertains to cohorts.

2.10.8: Cohorts

A cohort refers to a particular group of people who have
shared something over a particular time period.

This usually refers to a group born in a particular period
or a group that is studied but gathered (assessed) at a par-
ticular point in time and followed. For example, a type of
research we will discuss later is referred to as a birth-
cohort study. This is a study in which all or most individu-
als born at a particular time are identified and participate
in a study over several years, often decades. That is, the
“cohort” or group initially identified at a particular time
(e.g., all individuals born within a given year in a given
city) is assessed at multiple points over time. It is possible
that some relationship between variables would differ for
different cohorts. That is, a finding obtained with one
cohort might not generalize to another time period. This is
easily envisioned when speaking about a given generation
and their parents.

Society can make dramatic changes over time and the
meaning, importance, and prevalence of many things
change. For example, tattoos, use of marijuana, social con-
tacts (networking), and age of first sexual activity have
changed in meaning or use for individuals now in their 20s
and 30s from what that was for individuals now in their
60s. That is, the cohorts have different experiences. In rela-
tion to research, timing of a finding might be an external
validity concern if there was a reason to suspect that the
finding depends on unique features of a cohort (group,
generation) that do not apply to other cohorts. Psychology
rarely studies cohort effects quite this way, but it is impor-
tant to be aware of the possibility that a particular finding
may not apply to people at different time periods. Perhaps
some cohorts are more or less sensitive to a particular influ-
ence because of some other facet of the culture associated
with their unique period of development.

Within a given cohort, a finding also might be restricted
in time. For example, a given relation between two (or
more) variables (sex and problem-solving skills; respon-
siveness to persuasive appeals and peer pressure, factors
that influence attractiveness toward a potential partner)
may be studied in a sample of college students in their
early 20s.

Does the finding generalize to other periods in which
the relation would be assessed for these same subjects? For
example, if this sample or indeed another sample were
assessed in their 40s, would the relationship of some vari-
able and attractiveness be the same?

What do you think?

Common sense and experience convey that our beliefs, val-
ues, and views change over time due to historical events
(e.g., getting married, having children) and maturation (e.g.,
gaining experience, learning, biological changes in hor-
mones). Presumably, these would be reflected in the rela-
tions among variables assessed in a psychological
experiment. The point is noting that time of measurement
can affect conclusions quite broadly. Of course, describing
and understanding changes in relations among variables
over time is part of developmental psychology and life-span
research. This is a case where the concern of external validity
has important substantive (developmental) implications.

2.11: When We Do and
Do Not Care about
External Validity

2.11 Evaluate the idea of proof of concept

One might think that we always want to know the extent
to which our results generalize beyond the specific experi-
ment we have conducted. Indeed, what good would a find-
ing be if it were restricted to just the situation in which we
provided a test? Well it might be absolutely great! This
brief discussion is important in relation to designing your
own research as well as evaluating the research of others.

2.11.1: Proof of Concept (or Test
of Principle)

A critically important type of work is designed to show if
something can occur.

Proof of concept is a test to see whether something could
occur that is important in principle or in theory.

Usually a special situation is arranged, and that is likely
to be artificial, contrived, and not very much like everyday
experience at all. The purpose is to see if something can hap-
pen even if this is not related to how something does hap-
pen in the world. You know about this already. For example,
particle physics seeks to understand the basis of matter, i.e.,
the underpinning of all things. And in the process, physi-
cists look for theoretically predicted particles (e.g., Higgs-
Boson), which are only evident in special circumstances
(bizarre collisions of matter in special colliders of matter). At
the end of a demonstration, we do not ask, “Yes, but can
these particles be shown to appear in my home or how
about California where everything seems to be different?”
Nor do we say—this was only one collider (narrow stimulus
sample) and who knows if the results would generalize to
other colliders. There are scores of questions in natural, bio-
logical, and social sciences that are about proof of concept.



Within psychology, for example, we would like to
know if experiences and memories of traumatic events can
be eliminated or replaced. Traumatic memories can be life-
long and debilitating (e.g., posttraumatic stress disorder
from experiences in war, rape, child abuse, exposure to vio-
lence). Could we show under any circumstance that a trau-
matic memory can be erased? Consider this demonstration.
Precisely how long-term memories are coded and main-
tained rely on a particular protein and once that is “turned
on” the memory remains. Researchers have exposed sea
snails (Aplysia) to shock (to induce trauma), then showed
that aversive reaction was maintained (remembered,
as reflected by recoiling when touched after the experi-
ence of being shocked), and finally showed that the
memory could be undone (erased, eliminated) by manipu-
lating the protein that maintains the memory (Cai, Pearce,
Chen, & Glanzman, 2011). The results? This chemical
undoing returned the snails to responses as if they had
not had the traumatic experience. No doubt once this find-
ing for sea snails circulated on Facebook, the news went
viral. What about us—humans? Of course, we want to
know whether this finding could generalize to human
traumatic memory, but it is not a criticism in basic research
to attack that as a weakness of the study. Proofs of concept
are just that—can something be identified or shown to
occur? We want to know the basic question: can traumatic
memory ever be erased in any instance? We first need dem-
onstrations of the principle. Any generality issues are not
part of the project at that early point. Also, this basic find-
ing might suggest the mechanisms of action, that is, how
traumatic memories are coded and erased and that is likely
to have broad generality (e.g., across species).

More broadly, there are many questions that can guide
research. It is useful to identify the broad purpose of a
study you are about to do. Do I want to show some princi-
ple or concept whether or not that reflects how things
really are? Another way of saying this, do I want to take
some phenomenon of the “real world” (romantic love,
trust, contagion, emotional regulation, love of methodol-
ogy texts) and bring it into the laboratory to study some
fine point that observation in the world does not so readily
allow? It is not so easy to state that external validity or gen-
eralizability of a result is or is not important in an all-or-
none fashion. It is important to note here that external
validity is not always a concern in an experiment and proof
of concept studies is the prime example. Proof of concept
studies can advance our understanding enormously.

2.11.2: Additional Information
on Proof of Concept

There is a sidelight to proof of concept research that is
worth mentioning. Science increasingly is under public
scrutiny as it should be given that the goals are the better-
ment of public life and the means to achieve these rely
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heavily on tax (federal, state) and private (foundations,
donors) funding—all “public” funding in some way. I
mention this because proof of concept research is an easy
target (e.g., for U.S. Congress, public figures, news media,
and the public at large) because it is not well understood.

As an example, a recent study showed that familiar-
ity is related to sexual attraction and mate selection, what
hormone and site in the brain appears to be involved, and
how familiarity and lack of familiarity with various pos-
sible partners get translated into activation or inhibition
of that hormone (Okuyama et al., 2014). Sounds good so
far—but this was done in fish. This was a meticulous
proof of concept study to isolate a process. It would be
easy to ridicule the research by superficial analysis. Some-
one could say, “Why do we care about attraction in fish,
even a fish (medaka) most people never heard of? What a
waste of taxpayer dollars.” There is a long history of pre-
cisely such criticisms and it continues. The fish example,
from a scientific standpoint, is huge. If we can better
understand attraction and underpinnings of social rela-
tions, the potential impact of this study and the line of
work it spawns could be great. In many psychological
dysfunctions, social relations are disrupted or dysfunc-
tional (e.g., ASD, schizophrenia); for even a larger number
social relations and social attraction also can interfere
with adaptive functioning (e.g., individuals who are
lonely or isolated from others).

Social relations relate to physical health too and under-
standing all facets of how they emerge could be important.

All my comments are speculative and also short-
sighted. We cannot usually predict the long-term impact of
proof of concept studies, but they account for our smart-
phones and computers, our prosthetic devices (e.g., artifi-
cial limbs) and control over these limbs, and so on. Proof of
concept research actually is the core of science, and that
includes psychological science (e.g., on such topics as prej-
udice, decision making, addiction). I am not saying all
proof of concept is important and some research that seems
silly might well be—I am not the arbiter of that. I merely
mention this because proof of concept research with its
extreme care and control of internal validity to show what
might be possible is the greatest target for misunderstand-
ing and fairly easy to mock without the understanding.

2.12: Managing Threats
to External Validity

2.12 Examine the importance of determining the
relevance of a threat to external validity before
it is managed

As usual, the first step in managing threats is to consider
each one individually and determine if it is relevant to the
goals of the study. That is, precisely what are the goals of
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the study in relation to generality? As already mentioned,
for studies that are proofs of a concept, generality is not
necessarily this initial concern. In other studies (e.g., lab
studies with college students), generality may not be of a
concern either. It is important to be clear about the purpose
and select subjects and conditions consistent with that. It
may well be that subjects are selected with a narrow set of
characteristics (e.g., same sex, close in age, of one ethnicity)
because that follows from the goal of the study. A key issue
about sampling and external validity is how the investiga-
tor eventually discusses the findings. It is important to be
careful in discussing the findings not to go beyond what
can be said in relation to the conditions and subjects to
whom the results might apply.

One cannot anticipate all of the external validity
threats to be managed in a given study. Yet one can be alert
to several issues and a few practices that address key
threats we have mentioned. We have discussed several
issues about the sample. Managing this concern has to do
with conveying why the sample one is studying is a good
one to use for the study. Two weak reasons are that the
sample was easy to obtain and that other people have
used the sample. A stronger reason might be that one
wants to identify a particular relation and the study is to
evaluate a proof of concept, i.e., can something be shown
to occur.

We also discussed narrow stimulus sampling. In any
instance in which stimuli are presented to the subjects or
research assistants are interacting with subjects and could
exert impact, include two (or more) examples. If one is pre-
senting a vignette or case for subjects to react to, present
two vignettes or cases that vary slightly characteristics.
This will permit one to test and evaluate whether the find-
ings were associated with one experimenter. This is an easy
item to anticipate and to integrate in a study. In most cases,
the vignette, case, experimenter, or other stimuli that have
been sampled will not make a difference when tested sta-
tistically. Yet, it is reassuring to be able to say that and to
take this threat off the table.

Reactivity of arrangements and reactivity of assess-
ments have their limitations in what one can control.
Informed consent usually requires that subjects are aware
of all procedures and measures. Even so, one can make less
salient the specific purposes of the study—the general
focus can be described but nothing that would convey spe-
cific hypotheses. Thus, subjects may behave in a special
way because they are aware but that awareness could not
bias the direction of the hypotheses. Reactivity of assess-
ments offers several better options. Measures are likely to
vary in the extent to which awareness of measurement can
influence the results or to do so in a biased fashion. For
example, one might want to study the extent to which
individuals smoke cigarettes, use marijuana, or engage in
alcohol consumptions. In such studies, daily or weekly

self-report measures may be used. Self-report is fine but as
a method is quite amenable to distortion. Additional bio-
logical measures to measure blood levels, drug or alcohol
use, for example provide indices less amenable to reactive
influences. Also, test sensitization was noted as a threat to
external validity. Here use of measures that are less likely
to sensitize individuals to a later manipulation is useful.
No measure is perfect, and using multiple measures with
different strengths and liabilities is a wise strategy for a
variety of reasons.

Some of the other threats such as multiple-treatment
interference will be mentioned later. Most studies do not
include multiple conditions for the same subject. That is,
each subject is exposed to all of the conditions and assess-
ment is made at multiple points to see if performance dif-
fers. In such circumstances, it is important to balance the
order of conditions so that subjects do not receive just one
order of the conditions.

2.12.1: General Comments

The threats to external validity only begin to enumerate
those conditions that might restrict the generality of a find-
ing. All of the conditions that are relevant to the generality
of a finding cannot be specified in advance and that is why
it is difficult to delineate general strategies to manage
them. In principle, any characteristic of the experimenters,
subjects, or accouterments of the investigation might later
prove to be related to the results. If one of the threats
applies, this means that some caution should be exercised
in extending the results.

One way of conceiving many of the threats that were
mentioned and others that might be raised is the notion of
context. It might be that the experimental manipulation or
intervention achieved its effects because of something
about the context in which it was studied or demonstrated.
If the intervention occurred after some other intervention
(multiple-treatment interference), under arrangements in
which subjects knew they were being studied (reactive
arrangements), under conditions in which the experimen-
tal intervention might seem quite novel in light of one’s
usual experience (novelty), or with assessments that may
be especially prone to show effects (reactive assessments,
test sensitization, right after the manipulation but not
months or years later), one could raise questions of exter-
nal validity. The effects may be carefully demonstrated
(internal validity was well handled), but perhaps the find-
ings would not be obtained or obtained to the same extent
without one of these contextual influences. The degree of
caution in generalizing the results is a function of the extent
to which special conditions of the study depart from those
to which one would like to generalize and the plausibility
that the specific condition of the experiment might influ-
ence generality.



One cannot simply discount the findings of a study as
a very special case by merely noting that participants were
pretested, that they were aware that they were participat-
ing in an experiment, or by identifying another characteris-
tic of the experiment.

Enumerating possible threats to external validity in prin-
ciple is insufficient to challenge the findings.

The onus is on the investigator who conducts the study
to clarify the conditions to which he or she wishes to gener-
alize and to convey how the conditions of the experiment
represent these conditions. The onus on those skeptical of
how well this has been achieved is to describe explicitly
how a particular threat to external validity would operate
and would be plausible as a restriction of the findings.

An example where I believe a plausible case can be
made for a threat to external validity comes from a remarka-
ble longitudinal study designed to test if a daily multiple
vitamin reduced the rates of heart disease and stroke in years
later (Sesso et al., 2012). More than 14,000 physicians who
were at least 50 years old were assigned randomly to a daily
multivitamin or placebo control condition and followed for
an average of approximately 11-13 years. Main results—
there was no difference between vitamin and placebo groups
in the rate of heart disease, stroke, or death during the study
period. Internal validity and many other features of the study
are truly exemplary. Yet, for me, there is a lingering threat to
external validity because of the sample. To me it is plausible
to say that the results might not generalize too many other
populations. The reason is that in the world doctors as a
group compared to everyone else probably have better diets
and habits (e.g., less junk food, less cigarette smoking that
can deplete vitamins) and have generally high socioeco-
nomic and occupational standing (e.g., better care for their
daily health). Vitamins might be expected to make little dif-
ference in a relatively healthy group.

2.12.2: More General Comments
on Managing Threats

It seems plausible (to me) that these findings might not
hold true for people in developing and developed coun-
tries whose diets are not as healthful, who do not have
access to suitable health care, or indeed who are below the
poverty line and do not eat very much. In this example,
one cannot say merely that these were doctors and the
results may not generalize. One needs to explain why and
the “why” needs to be plausible. You can judge whether
my view is plausible.

Many conditions might be ruled out as threats to exter-
nal validity on seemingly commonsense grounds (e.g., hair
or eye color of the experimenter, season of the year, birth
weight of participants, time of day the study was conducted).
The reason is that it is difficult in most instances to come up
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with a theory that would convey how hair or eye color
would influence or interact with the experimental manipula-
tion to produce a special result that would not generalize to
other conditions. Yet, in any given area unpredictable influ-
ences may be important. For example, I mentioned earlier
how the likelihood of being granted parole is related to
whether the parole board is hungry or had a recent break
(Danziger et al., 2011). The overall point, seeming trivial
details might well influence generality of a finding.

The task of us as consumer of research (e.g., students
and other professionals, lay persons) is to provide a plausi-
ble account of why the generality of the findings may be
limited. Only further investigation can attest to whether
the potential threats to external validity actually limit gen-
erality and truly make a theoretical or practical difference.
Of course, there is no more persuasive demonstration than
several studies conducted together in which similar find-
ings are obtained with some consistency across various
types of subjects (e.g., patients, college students), settings
(e.g., university laboratory, clinic, community), and other
domains (e.g., different researchers, countries). Replication
of research findings is so important to ensure that findings
from an initial study are not likely to be due to various
threats to internal validity or to chance. Replication is also
important for external validity because further studies
after the original one are likely to vary some conditions
(e.g., geographical local, investigator, and type of subject)
that extend the generality of the findings.

2.13: Perspectives on

Internal and External
Validity

2.13 Analyze the similarities and differences between
internal validity and external validity

Internal and external validity convey critical features of the logic
of scientific research. Internal validity is addressed by experi-
mental arrangements that help rule out or make implausi-
ble factors that could explain the effects we wish to attribute
to the intervention. Everyday life is replete with “demon-
strations” that do not control basic threats to internal validity.
For example, almost any intervention that one applies to
oneself or a group can appear to “cure” the common cold.
Consuming virtually any vitamin or potion from assorted
animal parts, reading highly arousing material (e.g., on
methodology and research design of course), texting a
friend for 5 minutes, or playing with Facebook each day
in a few days will be followed by a remission of cold
symptoms. Pre and post assessments with one of the above
interventions would no doubt show a reduction in cold
symptoms (e.g., on a checklist of cold symptoms), improved
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feelings of well-being, and changes in various biological
indices (e.g., body temperature, swelling of the sinuses).
Did our intervention lead to improvement? Probably not.
We can muse at the example because we know that colds
usually remit without the above interventions. The exam-
ple is relevant because maturation (immunological and
recuperative processes within the individual) is a threat to
internal validity and can readily account for changes. For
areas we do not understand as well and where the determi-
nants and course are less clear, a host of threats can com-
pete with the variable of interest in accounting for change.
Control of threats to internal validity becomes essential.

2.13.1: Parsimony and Plausibility

Parsimony and plausibility are quite pertinent to the
threats to validity. Key threats to internal validity (history,
maturation, repeated testing) are threats in part because
they often are parsimonious interpretations of the data and
often as or more plausible than the interpretation proposed
by an investigator. For example, consider a study in which
all subjects with a particular problem receive psychother-
apy and improve significantly from pre- to post-treatment
assessment. The investigator claims that therapy was effec-
tive and then foists upon on all sorts of explanations that
mention the latest in cognitions, family processes, and
brain functions to explain treatment (done rather well, I
might add, in the second Discussion section of my disserta-
tion). However, basic threats to internal validity are quite
plausible as the basis for the change and are as or more
parsimonious than an investigator’s interpretation.

History, maturation, and the other internal validity
threats show broad generality across many areas of
research and hence can account for many findings beyond
those obtained in this particular study.

Consequently, as a matter of principle, the scientific
community adopts the threats to internal validity as the
more likely basis for explaining the findings if these threats
are not addressed specifically by the design. This does not
mean history, maturation, and so on did cause the changes,
but it does mean there is no reason to resort to some spe-
cific explanation of the changes, when we have as plausible
alternatives changes that can be pervasive across many
areas of study.

If the investigator has in the study a control group and
subjects were assigned randomly to some intervention or
control conditions, then history, maturation, and the other
threats are no longer very plausible or parsimonious. The
skeptic must pose how history or maturation applied to one
group rather than another (selection X history, selection X
maturation) to explain the differential changes. This is often
possible, but rarely parsimonious or plausible. The simpler
explanation of the finding is that the experimental manipu-
lation was responsible for the differences between groups.

Parsimony applies equally to threats to external valid-
ity. It is not reasonable to look at a finding and say in a knee
jerk way, “Yes, but does the finding apply to this or that
ethnic group, older or younger people, people of a differ-
ent gender, or subjects without a pretest?” Parsimony
begins with the assumption that most humans are alike on
a particular process. This does not mean that most humans
are alike on any particular process or characteristic. Parsi-
mony is a point of departure for developing interpretations
and not an account of the world. Absent evidence or the-
ory, one does not merely propose differences. One needs a
reason to suggest that generality is restricted beyond
merely noting that the study did not sample all conceiva-
ble populations or circumstances in which this independ-
ent variable could be tested. There are restrictions in
findings, and a given finding does not invariably general-
ize. That said, this does not mean all findings are suspect or
limited unless broad generality is shown. Parsimony
moves us in a more sympathetic direction, namely, the
finding is the best statement of the relationship unless
there are clear reasons to suspect otherwise.

2.13.2: Priority of Internal Validity

As a priority, the internal validity of an experiment usually
is more important, or at least logically prior in importance,
than external validity. One must first have an unambigu-
ous finding before one can ask about its generality. Given
the priority of internal validity, initial considerations of an
investigation pertain to devising those conditions that will
facilitate demonstrating the relation between the inde-
pendent and dependent variables.

By emphasizing internal validity, there is no intention
to slight external validity. For research with applied impli-
cations, as is often the case in clinical psychology, coun-
seling, education, and medicine, external validity is
particularly important. A well-conducted study with a
high degree of internal validity may show what can hap-
pen when the experiment is arranged in a particular way.
Yet, it is quite a different matter to show that the interven-
tion would have this effect or in fact does operate this way
outside of the experimental situation. For example, medi-
cations as well as vaginal gels have been used to treat and
prevent HIV/AIDS. In studies, the goal is to evaluate use
of the medication in controlled trials to evaluate the impact.
Treatment and prevention are related here because having
individuals with HIV/AIDS use effective practices not
only maintains their own health but also decreases the like-
lihood that their partners will contract HIV. In controlled
trials, treatment administration is carefully monitored and
overseen to see if under the best conditions the interven-
tions are effective. Once such trials are completed, inter-
ventions are often extended to the “real world,” to see if
the effects generalize to circumstances where the



intervention may not be so easily monitored and con-
trolled. In some cases, treatment shown to be effective can
be effectively extended to larger scale applications (e.g.,
Tanser et al., 2013), but in other cases the treatment does
not work (Cohen, 2013). Real-world extension can raise
problems such as drawing on a more diverse set of patients
than those included in the original controlled trial and get-
ting patients to follow the prescribed treatment (e.g., take
pill, use vaginal gels).

When a finding does not generalize, the novice skeptic
says, “What good is it to find something that works in a
controlled setting if it does not extend to the ‘real world?"”
As mentioned in the discussion of proof of concept, initial
studies are designed to see what can happen.

In relation to the HIV/AIDS example, can we effectively
treat or prevent the disease? For this the priority is inter-
nal validity to see if we can in principle achieve the
change. This research might be conducted in very highly
controlled studies and studies with human and nonhu-
man animals. At this point, internal validity rules.

Once we know we can, we become more interested in
external validity. For example, we understand what hap-
pens with the treatment (e.g., mice or monkeys, or humans
who can be very closely monitored and evaluated to be
sure that treatment is being carried out). Now external
validity becomes the priority. Can the intervention be
extended to humans, to rural areas with few health care
workers, to people who have multiple problems beyond
just the condition we are trying to treat or prevent, and so
on? Controlled studies are needed here too.

2.13.3: Further Considerations
Regarding Priority of Internal
Validity

The priorities of internal and external validity are a source
of frustration when the research somehow relates to a sig-
nificant psychological, medical, or environmental problem.
It is easy to be frustrated with basic research that focuses
on theory, animal models, and laboratory conditions. Obvi-
ously we want help for a particular problem now (e.g.,
schizophrenia in adolescents, Parkinson’s or Alzheimer’s
disease in the elderly, cancers at all ages). Then we learn of
research that “shows promise” and new insights in some
laboratory under some esoteric condition in animals we
are now quite sure we can even picture (sea snail, voles,
zebra fish—sound like names for rock bands). The investi-
gator is interviewed and says, of course this demonstration
is promising but we are years away from application.
Stated in terms of this chapter—the scientist is saying, “we
have demonstrated the phenomenon and partially isolated
the influences” (this is internal validity) but we are years
away from knowing whether it will carry over to the
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circumstances we all care about (this is external validity).
Yet, this is the order of research one often has to follow.
Testing things directly in the world as a beginning point
can slow the process because there are so many influences
that can undermine showing an effect. We might discard
effective interventions that could have been understood in
controlled settings (with emphasis on internal validity),
developed further, and then extended to the world (exter-
nal validity). Also, highly controlled and indeed “artificial”
circumstances need to be created to observe something
that cannot be examined in nature. Subtle parenting prac-
tices, sources of stress, interpersonal interaction, opportu-
nities for prejudice—all psychological processes that
should be understood and then where implications exist
extended to practice.

As one reads findings of research or plans a career in
research, it is important to keep in mind that some of the
best, most helpful, and practical research that has real-
world impact begins with understanding the phenomenon
of interest and studies that may have very little external
validity. This is true in psychology but of course other
sciences more generally. In clinical psychology, effective
treatments have come from “curing” anxiety artificially
induced in dogs and cats; in physics, understanding prop-
erties of laser light (electromagnetic radiation) has com-
pletely altered surgery where lasers are used instead of
scalpels to cut. Basic research with careful attention to
internal validity and with efforts to isolate and understand
processes is critical.

The goal of research is to understand phenomena of
interest. Internal validity obviously is relevant because it
pertains to many potential sources of influence, bias,
artifact that can interfere directly with the inferences
drawn as to why a finding was obtained. In the context of
understanding phenomena, external validity has a very
important role that goes beyond merely asking, “Yes, but
do the findings generalize to other . . . (people, places,
settings, and so on)?” When findings do not generalize,
there is a very special opportunity to understand the
phenomenon of interest.

Failure to generalize raises questions of “why.” In the
process, a deeper level of understanding of the phenome-
non of interest is possible. It may be that the relation
depends on the presence of some third variable (e.g., per-
sonality, sex, education of the subjects) or some artifact in
the experiment (e.g., a threat to internal validity). Either
way, establishing when the finding does and does not hold
can be a conceptual advance.

Issues of external validity sometimes emerge, or at
least ought to, when there is a failure to replicate a finding.
Failures to replicate a finding sometimes are viewed as
reasons to be suspicious about the original finding. Either
the original finding was an artifact (due to threats to
internal validity or other biases we will consider later) or
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the finding was veridical but restricted to very narrow
conditions of the original investigation (limited external
validity). It is possible that some other variable provides
the boundary conditions under which a finding can be
obtained. Theory and research about that variable (or
variables) can promote highly valuable and sophisticated
research. As researchers, we often search for or believe we
are searching for general principles that have widespread,

if not universal, and intergalactic, generality. Yet, the value
of a finding does not necessarily derive from its generality.
Knowledge of a phenomenon entails identifying the
conditions under which the findings may not apply and
the reasons for seeming exceptions to what we thought to
be a general rule. External validity issues are not mere
afterthoughts about whether the findings “generalize,” but
get at the core of why we do research at all.

Summary and Conclusions: Internal and External Validity

The purpose of research is to understand phenomena
peculiar to a discipline or specific area of study. This trans-
lates concretely to the investigation of relations between
independent and dependent variables. The value of
research derives from its capacity to simplify the situation
in which variables may operate so that the influence of
many variables can be separated from the variable of inter-
est. Stated another way, an investigation helps rule out or
to make implausible the influence of many variables that
might explain changes on the dependent measures.

The extent to which an experiment rules out as expla-
nations those factors that otherwise might account for the
results is referred to as internal validity. Factors or sources
of influence other than the independent variables are
referred to as threats to internal validity and include his-
tory, maturation, testing, instrumentation, statistical
regression, selection biases, attrition, combination with
other threats (e.g., selection X history), diffusion of treat-
ment, and special treatment or reactions of controls.

Aside from evaluating the internal validity of an
experiment, it is important to understand the extent to
which the findings can be generalized to populations,
settings, measures, experimenters, and other circumstances
than those used in the original investigation. The general-
ity of the results is referred to as the external validity.
Although the findings of an investigation could be limited
to any particular condition or arrangement unique to the
demonstration, a number of potential limitations on the
generality of the results can be identified. These potential
limitations are referred to as threats to external validity
and include characteristics of the sample, the stimulus con-
ditions or setting of the investigation, reactivity of experi-
mental arrangements, multiple-treatment interference,
novelty effects, reactivity of assessments, test sensitization,
and timing of measurement.

Internal and external validity address central aspects of
the logic of experimentation and scientific research more
generally. The purpose of research is to structure the situa-
tion in such a way that inferences can be drawn about the

effects of the variable of interest (internal validity) and to
establish relations that extend beyond the highly specific
circumstances in which the variable was examined (external
validity). There often is a natural tension between meeting
these objectives. Occasionally, the investigator arranges the
experiment in ways to increase the likelihood of ruling out
threats to internal validity. In the process, somewhat artifi-
cial circumstances may be introduced (e.g., videotapes to
present the intervention, scripts that are memorized or read
to the subjects; exposing nonhuman animals to interven-
tions that vaguely reflect the phenomenon as it appears on
the world). This means that the external validity may be
threatened. The purposes of the investigation, both short
and long term, ought to be clarified before judging the
extent to which the balance of threats is appropriate. Some-
times external validity is not a major concern, especially in
the context of testing theoretical predictions and determin-
ing whether something can occur under even rather special
circumstances (proofs of concept). Indeed, some of the most
intriguing research may be basic studies in a context that is
unusually artificial so that critical processes can be revealed.

Internal and external validity are concepts to include
in a methodological thinking tool kit. The threats are a way
to evaluate any study.

Critical Thinking Questions

1. Why is priority usually given to the internal validity rather than
external validity?

2. What is a proof of concept study, and why is such a type of
study important? Give an example (real or hypothetical) of a
proof of concept study or finding.

3. Incriticizing a study, it is not quite fair to say, “Yes but the results
may not generalize to this or that population.” What more is
needed to make this a genuine threat to external validity?

Chapter 2 Quiz: Internal and External Validity



Chapter 3

Construct and Data-Evaluation

Validity

Learning Objectives

3.1 Define construct validity

3.2 Analyze the reasons that make construct
validity intriguing

3.3 Examine the clinically identified threats
to construct validity

3.4 Analyze basic threats as the first step
to manage construct validity

3.5 Assess the utility of the statistical evaluation
of construct validity

3.6 Review the threats to data-evaluation
validity

We have discussed internal and external validity, which are
fundamental to research. Two other types of validity,
referred to as construct validity and data-evaluation valid-
ity, also must be addressed to draw valid inferences.! All
four types relate to the conclusions that can be reached
about a study. Construct and data-evaluation validity are
slightly more nuanced than are internal and external valid-
ity. They are more likely to be neglected in the design of
research in part because they are not handled by commonly
used practices. For example, random assignment of sub-
jects to various experimental and control conditions nicely
handles a handful of internal validity threats (e.g., history,
maturation, testing, and selection biases), and we are all
generally aware of this. Also, for external validity, we are
all routinely concerned about and aware of the generality
or lack of generality as a potential problem. Less in our
awareness are the major threats that comprise this chapter.

Construct validity often relates to interpretation of the
findings and whether the investigators can make the claims
they wish based on how the study was designed. Data-
evaluation validity takes into account subtle issues about
analysis of the data. This is subtle too because we often teach
data analysis as a mechanical procedure—i.e., OK, I collected my

3.7 Review some primary concepts of data-
evaluation validity

3.8 Analyze some major threats to data-
evaluation validity

3.9 Explain the importance of threats to data-
evaluation validity in the planning stage

3.10 Identify ways to address the problems faced
during experiments to obtain the best
outcome

data, now what statistics do I use. Yet, data evaluation and
statistical issues can undermine the study before the first
subject is ever run! That is, the planning of the study can
include procedures or practices that will make it very likely
that no differences between groups will be evident even if
there is really an effect. (In retrospect, I can see now that I
should never have said to my dissertation committee that I
did not want my study to be bogged down with construct or
data evaluation conclusion validity or for that matter control
groups.) This chapter considers construct and data-evalua-
tion validity and the interrelations and priorities of the dif-
ferent types of validity. The goal is to describe the nature of
these types of validity and the threats they raise.

3.1: Construct Validity
Defined

3.1 Define construct validity

Construct validity has to do with interpreting the basis of
the relation demonstrated in an investigation. A construct
is the underlying concept that is considered to be the basis
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for or reason that experimental manipulation had an
effect. Construct validity might be ambiguous as a term,
but as a guide here, think of this as interpretive validity.
Problems of construct validity in relation to the present
discussion pertain to ambiguities about interpreting the
results of a study.

It is helpful to delineate construct from internal validity.
Internal validity focuses on whether an intervention or
experimental manipulation is responsible for change or
whether other factors (e.g., history, maturation, testing) can
plausibly account for the effect. Assume for a moment that
these threats have been successfully ruled out by randomly
assigning subjects to experimental and control groups, by
assessing both groups in the same way and at the same time,
and so on. We can presume now that the group differences
are not likely to have resulted from the threats to internal
validity but rather from the effects of the experimental
manipulation. It is at this point that the discussion of con-
struct validity can begin. What is the experimental manipu-
lation or intervention, and why did it produce the effect?

Construct validity addresses the presumed cause or
the explanation of the causal relation between the interven-
tion or experimental manipulation and the outcome. Is the
reason for the relation between the intervention and change
due to the construct (explanation, interpretation) given by
the investigator? For example, let us say that an interven-
tion (e.g., psychotherapy for anxiety, pain medication after
surgery) is better than no treatment.

CONSTRUCT VALIDITY ASKS: Why did this difference
occur? What was responsible for the superiority of the
experimental group over some control group? Although it
might seem obvious that it must have been the interven-
tion, it turns out not to be obvious at all what facet of the
intervention led to the change. That is why construct valid-
ity is more nuanced and likely to be neglected than stark in
your face threats to internal validity.

3.2: Confounds and Other
Intriguing Aspects of
Construct Validity

3.2 Analyze the reasons that make construct
validity intriguing

There are several features within the experiment that can
interfere with the interpretation of the results. These are
often referred to as confounds. When we say an experiment
is confounded, that refers to the possibility that another
variable co-varied (or changed along with or was embed-
ded in the experimental manipulation) with the interven-
tion. That confound could in whole or in part be responsible
for the results. Some component other than the one of

interest to the investigator might be embedded in the inter-
vention and accounts for the findings.

For example, consider a familiar finding about the effects
of moderate amounts of wine on health. Consuming a
moderate amount of wine (e.g., 1-2 glasses with dinner) is
associated with increased health benefits, including reduced
risk of cardiovascular disease, some forms of cancer, Type 2
diabetes, and many other conditions (e.g., Guilford &
Pezzuto, 2011; Opie & Lecour, 2007). In studies of this
relation, consumption of wine is the construct or variable of
interest. The basic test comes from a two-group comparison,
namely, those who consume a moderate amount of wine and
those who do not. Threats to internal validity are usually
ruled out and just assume they are for the moment. Alas, the
findings indicate consuming a moderate wine is associated
with health benefits. Actually, it is useful to be more careful
even in stating the finding: the group with moderate wine
drinking had better health than the group that did not drink.
The construct validity question usually begins with “yes,
but.” So here we ask, “Yes the groups are different, but is it the
consumption of wine or something else?”

Maybe people who drink wine are generally mellower
and easy going (even without the wine), more social, less
likely to smoke cigarettes, and have lower rates of obesity
than nonwine drinkers. Indeed, maybe while wine drinkers
are sipping wine, their nonwine drinking controls are stuff-
ing themselves with nacho chips and cheese and watching
television. That is, wine drinking may be confounded (asso-
ciated, correlated) with diet or some other variable(s), and
these other variables, rather than the wine drinking, may
account for the finding. It may be a package of characteris-
tics, and the wine part may or may not contribute to better
health. It makes a huge difference in knowing the answer. If
it is not wine drinking, encouraging people to drink may
have no impact on heart disease and health more generally.
Indeed, we want to be especially careful because some who
might take up moderate drinking will unwittingly escalate
to heavier drinking, which can be quite harmful to health
(e.g., increase the risk of heart disease and cancer). This
question and concerns here pertain to construct validity.
Taking into account these other variables that may explain
the finding is more nuanced and may require selecting spe-
cial control subjects and using statistical analyses to help
isolate one particular influence (wine drinking).

In passing, the benefits of drinking moderate amounts
of wine seem to hold, i.e., wine plays a role. But wine drink-
ing is associated with (confounded by) other characteristics.
People who drink wine, compared to those who drink beer
and other alcohol (spirits), tend to live healthier life styles
and to come from higher socioeconomic classes. They tend
to smoke less, to have lower rates of obesity, and to be lighter
drinkers (total alcohol consumption) (e.g., counting all beer
and liquor). Each of these characteristics is related to health.
Yet, even after controlling these, moderate wine drinking



contributes to health. So, have we resolved the construct
validity questions? More can be asked to home in on the
construct. What about the wine? Immediately, one turns
attention to alcohol consumption, but studies have shown
that the benefits can be obtained by removing the alcohol.
Also, red and white wine have benefits but appear to work
(at the biochemical level in the body) for different reasons
(e.g., Siedlinski, Boer, Smit, Postma, & Boezen, 2012). All of
this has been the subject of fascinating research, including
fine-grained evaluation of the biochemical, molecular, and
genetic level to understand how components operate on the
body. Thus, one can continue to ask finer-grained questions
about the “why and how” of an effect.

Construct validity is intriguing in part because it is
at the interface of methodology (e.g., conducting well-
controlled, careful studies) and substantive understanding
(e.g., theory and evidence about what actually explains the
phenomenon of interest). One can easily make a research
career based on demonstrating the impact of some manipula-
tion and then analyzing at various levels why that effect
occurred, i.e., construct validity. The construct validity ques-
tion is not about methodology alone, but about understand-
ing the independent variable, and this is what theory,
hypotheses, and predictions are about. In research, it is invari-
ably useful for the investigator to ask, what might be going on
here to cause the effects I am observing or predicting? Is there
any way I can isolate the influence more precisely than gross
comparisons of groups? The gross comparison of groups
(e.g., wine drinkers vs. nondrinkers) is an excellent point of
departure, but only a beginning in the effort to understand.

In one’s own studies (and even more so in everyone
else’s studies!), it is meaningful to challenge the findings
with the questions, what is the variable the investigator stud-
ied and could that variable include other components than
those discussed by the investigator? Those features associ-
ated with the experimental manipulation that interfere with
drawing inferences about the basis for the difference between
groups are referred to as threats to construct validity.

3.3: Threats to Construct
Validity

3.3 Examine the clinically identified threats to
construct validity

Construct validity pertains to the reason why the independ-
ent variable has an effect. One cannot identify in the abstract
or in advance of a study all the competing constructs that
might be pertinent to explain a finding. Yet, there are a num-
ber of factors that emerge in many different areas of clinical
research and can be identified as threats to construct valid-
ity. Table 3.1 summarizes major threats to construct validity
to provide an easy reference.
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Table 3.1: Major Threats to Construct Validity

The extent to which an increase of attention to the
client/participant associated with the intervention
could plausibly explain the effects attributed to the
intervention.

Attention and
Contact Accorded
the Client

Single Operations
and Narrow
Stimulus Sampling

Sometimes a single set of stimuli, investigator, or
other facet of the study that the investigator consid-
ers irrelevant may contribute to the impact of the
experimental manipulation. For example, one experi-
menter or therapist may administer all conditions; at
the end of the study, one cannot separate the
manipulation from the person who implemented it.
In general, two or more stimuli or experimenters
allow one to evaluate whether it was the manipula-
tion across different stimulus conditions.

Unintentional effects the experimenter may have that
influence the subject’s responses in the experiment.
The expectancies of the person running subjects
may influence tone of voice, facial expressions,
delivery of instructions, or other variations in the
procedures that differentially influence subjects in
different conditions.

Experimenter
Expectancies

Demand
Characteristics

Cues of the experimental situation that are ancil-
lary to what is being studied but may provide
information that exerts direct influence on the
results. The cues are incidental but “pull,” promote,
or prompt behavior in the subjects that could be
mistaken for the impact of the independent
variable of interest.

3.3.1: Attention and Contact
with the Clients

Attention and contact accorded the client in the experi-
mental group or differential attention across experimental
and control groups may be the basis for the group differ-
ences and threaten construct validity. This threat is salient
in the context of intervention (e.g., psychotherapy, preven-
tion, medicine) research. In these contexts, the intervention
may have exerted its influence because of the attention
provided, rather than because of special characteristics
unique to the intervention.

A familiar example from psychiatric research is the
effect of placebos in the administration of medication. Sup-
pose investigators provide a drug for depression to some
patients and no drug to other patients. Assume further that
groups were formed through random assignment and that
the threats to internal validity were all superbly addressed.
At the end of the study, patients who had received the drug
are greatly improved and significantly different from those
patients who did not receive the drug. The investigator may
then discuss the effect of the drug and how this particular
medication affects critical biological processes that control
symptoms of depression. We accept the finding that the
intervention was responsible for the outcome; that is, groups
were different and none of the internal validity threats are
very plausible. Yet, on the basis of construct validity con-
cerns, we may not accept the conclusion. (Finding is the
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descriptive statement—groups were different; conclusion is
the inference one draws or the explanatory statement.)

The intervention consists of all aspects associated with
the administration of the medication in addition to the
medication itself. We know that taking any drug might
decrease depression because of expectancies for improve-
ment on the part of the patients and on those administering
the drug. Merely taking a drug and undergoing treatment,
even if the drug is not really medication for the condition,
can lead to improvement. This is called a placebo effect.

A placebo is a substance that has no active pharmacological
properties that would be expected to produce change for the
problem to which it is applied.

A placebo might consist of a pill or capsule that is
mostly sugar (rather than antidepressant medication) or an
injection of saline solution (salt water) rather than some
active medication for the problem of interest.

Placebo effects are “real,” powerful, and important.
They are studied in research and used clinically to make
people better (Benedetti, 2009). For example, medications
for depression are effective (lead to recovery, significantly
reduce symptoms) in approximately 50-60% of the adult
patients; placebos are effective for 30-35% of the patients
(Agency for Health Care Policy and Research, 1999).
Interestingly, in some studies talk therapy and medication
do not surpass the effectiveness of placebos in treating
depression (e.g., Barber, Barrett, Gallop, Rynn, & Rickels,
2012). The relative impact of placebo and medication for
depression can vary as a function of severity of the disor-
der. For mild-to-moderate depression, medication and
placebos are about equally effective in reducing symp-
toms, but when depression is severe, medication effects
surpass the impact of placebos (Fournier et al., 2010).

A “regular” placebo is a completely inactive drug with no
real effects or side effects based on the chemical composi-
tion (e.g., sugar pill). Active placebos, on the other hand,
consist of placebos that mimic some of the side effects of
real medications.

The active placebo still has no properties to alter the
condition (e.g., depression) but can produce side effects
(e.g., dry mouth, blurred vision, nausea, sleep disruption)
similar to the medication. When compared to active pla-
cebos, the differences between medication and placebos
are relatively small (Moncrieff, Wessely, & Hardy, 2004).
Active placebos are considered to be more effective
because they increase expectations on the part of patients
(but maybe others who run the study) that the treatment
is real.

There are of course huge ethical issues in administer-
ing placebos, intentionally “fake” drugs. My comments
here do not advocate fake treatments. Equally worth not-
ing is the ethics on the other side of this issue; that is, “real”
treatments can have side effects, be invasive, and be very

costly, and may not be needed. For example, a study of sur-
gery included patients with knee osteoarthritis, a progres-
sive disease that initially affects the cartilage of the knee
(Moseley et al., 2002). Patients were selected with at least
moderate knee pain and who had not responded to treat-
ment. Arthroscopy is the most commonly performed type
of orthopedic surgery, and the knee is the most common
joint on which it is performed. Does the surgery help? In
this study, patients were randomly assigned to surgery to
repair the joints or to “sham” surgery. The sham surgery
did not focus on the knee. Rather, these patients received
small skin incisions under a fast-acting tranquilizer. The
results showed that surgery or sham patients did not differ
at 1-year and 2-year postoperative assessments on sub-
jective measures of pain, reports of general health, and
objective measures of physical functioning (walking, stair
climbing). Thus, special features of the usual operation
were not required for improvement. Perhaps expectations
on the part of patients who then experienced less pain and
behaved differently could explain the effects.

Conclusions about placebos versus treatments can vary
on different dependent measures. For example, in a study of
the treatment of asthma patients received different condi-
tions: inhaler with an active medication (albuterol), inhaler
with placebo, sham (fake) acupuncture, or no intervention
(Wechsler et al., 2011). On an objective measure of expiration
(forced expiratory volume), the active treatment was better
than the other conditions. However, on patient reports of
improvement, there was no difference among the treatment,
placebo, and sham conditions; all of those groups were no
different from each other but better than no treatment.
Presumably from a clinical standpoint, one would advocate
the treatment that produced changes on objective measures
and subjective measures rather than just the latter.

A more common pattern of results was evident in a
study that randomly assigned with anxiety disorder to
stress-reduction, mindfulness-based treatment or a wait-list
control (no treatment) (Vellestad, Sivertsen, & Nielsen,
2011). The wait-list group received no intervention. The
results showed that the treatment group improved on
measures of depression, anxiety, and worry compared with
the control group. The control group nicely controls for
threats to internal validity (e.g., history, maturation, testing,
and regression). Yet, the study did not control for attention
and expectations that are well known to be important in
therapy studies. The authors conclude that the specific
intervention was effective for anxiety disorders. In defer-
ence to construct validity, we say that the intervention was
effective (finding) but that the conclusion that this specific
intervention explained the change (conclusion) can be
readily challenged. Attention and expectations in therapy
studies are a quite plausible alternative hypothesis.

In general, expectancies for improvement can exert
marked therapeutic effects on a variety of psychological



and medical dysfunctions. In relation to construct validity,
expectancies for improvement must be controlled if an
investigator wishes to draw conclusions about the specific
effects of the intervention (e.g., medication, psychother-
apy). In the case of medication, a placebo or active placebo
permits control of expectancies. In psychological studies, a
placebo condition is conceptually complex—what is a fake
treatment? Procedures designed to have no real therapeu-
tic effects when psychological treatments are compared
can be as effective as “real” treatments, especially if those
fake treatments generate expectations that the patient will
improve (e.g., Baskin, Tierney, Minami, & Wampold, 2003;
Boot, Stothart, & Stutts, 2013; Grissom, 1996).

Placebo effects can be prompted by those who adminis-
ter the drug (physicians or nurses) and influence patient
responses by their expectations and comments. Consequently,
physicians and nurses as well as patients ought to be naive
(“blind”) to the conditions (medication or placebo) to which
patients are assigned. (The word “masked” is sometimes
used to replace “blind” to eschew any reference to visual
impairment. Because “blind” remains pervasive in research
methodology, the term is retained here.) A double-blind study is
so called because both parties (e.g., staff, patients) are naive
with regard to who received the real drug.? The goal of using
a placebo of course is to ensure that expectations for improve-
ment might be constant between drug and placebo groups.
With a placebo control group, attention and contact with the
client and expectations on the part of experimenters of clients
become less plausible constructs to explain the effects the
investigator wishes to attribute to the medication. Yet, in a
very large proportion of studies, doctors and nurses can read-
ily identify who is in the medication group based on com-
ments by the patients about side effects or some other
experience. Hence, there is a concern that placebo and expec-
tation effects are not invariably controlled even in placebo
control studies.

In general, there is a threat to construct validity when
attention, contact with the subjects, and their expectations
might plausibly account for the findings and were not con-
trolled or evaluated in the design. A design that does not con-
trol for these factors is not necessarily flawed. The intention
of the investigator, the control procedures, and the specificity
of the conclusions the investigator wishes to draw determine
the extent to which construct validity threats can be raised. If
the investigator presents the findings as the therapy group led
to a better outcome than the control group, we cannot chal-
lenge that. If the investigator wishes to conclude why the
intervention achieved its effects, attention and contact ought
to be ruled out as rival interpretations of the results.

For example, a study was designed to reduce depression
among individuals with multiple sclerosis who were
carefully screened for depression (Bombardier et al., 2013).
Adults were randomly assigned to receive a physical activity-
based treatment or no treatment (wait list). Physical activity
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and exercise have been established as a viable treatment for
depression, and some of the neurological underpinnings of
how have been revealed as well (e.g., Carek, Laibstain, &
Carek, 2011; Duman, Schlesinger, Russell, & Duman, 2008).
In this study, treatment led to improved gains on some
measures, but there were no differences on other measures.
The authors discussed the effects of the treatment, but of
course there is a construct validity problem.

Did the specific treatment (physical activity) make a dif-
ference, or was it all of the attention, contract, and other
accoutrements of treatment that made the differences?
Expectancies and common factors of therapy exert fairly
reliable impact, and not controlling these makes them a
very plausible rival hypothesis.

In general, participation in any treatment can generate
expectations for improvement, and these expectations serve
as a parsimonious explanation of the results of many stud-
ies, especially when one group receives something and
another group receives nothing (no treatment) or something
paltry (very limited contact). Expectations are parsimonious
because the construct provides an explanation of the effects
of many studies in which treatment (e.g., some form of psy-
chotherapy or medication) is better than a control condition.

Critical Thinking Question

Why have placebo effects and expectations been threats to con-
struct validity in evaluating the effects of medication and psycho-
therapy, respectively?

3.3.2: Single Operations and Narrow
Stimulus Sampling

Sometimes an experimental manipulation or intervention
includes features that the investigator considers as irrele-
vant to the study. These features can include stimulus mate-
rials used in the experiment, a vignette or script presented
on a laptop or tablet screen, or people (e.g., one research
assistant) who run the subjects through the experimental
procedures. All of these seem to be irrelevant but may influ-
ence the findings. The construct validity question is the
same as we have discussed so far, namely, was the experi-
mental manipulation (as conceived by the investigator)
responsible for the results, or was it some seemingly irrele-
vant feature with which the intervention was associated?
For example, consider we are conducting an experiment
and we use one experimenter who administers two condi-
tions. We want to see if the conditions, variations of our
experimental manipulation, differ. One experimenter
provides both conditions and sees all of the subjects. At the
end of the investigation, suppose that one condition is clearly
different from the other on the dependent measures.
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The investigator may wish to discuss how one condition is
superior and explain on conceptual grounds why this might
be expected. We accept the finding that one condition was
more effective than the other. In deference to construct valid-
ity we ask, what is the experimental condition, i.e., what did
it include? The comparison consisted of this one therapist
giving both conditions. One might say that the experimenter
was “held constant” because he or she was used in both
groups. But it is possible that this particular experimenter
was more credible, comfortable, competent, and effective
with one of the conditions than with the other. Perhaps the
experimenter had a hypothesis or knew the hypothesis of the
investigator, performed one of the conditions with greater
enthusiasm and fidelity than the other, or aroused patients’
greater expectancies for change with one of the conditions.
The differential effects of the two conditions could be due to
the statistical interaction of the experimenter X group condi-
tion, rather than group condition along. Another way to say
this was the experimenter combined with the manipulation
was the “real” construct or at least we cannot rule it out. The
study yields somewhat unambiguous results because the
effect of the experimenter was not separable in the design or
data analyses from the effects of the different groups.

The situation I have described here is evident in con-
temporary studies. Consider these examples.

Example 1

In one randomized controlled trial (RCT) for posttrau-
matic stress disorder and panic attacks, one therapist
treated all of the patients (Hinton et al., 2005). It made
sense for this in part because the patients were all
Cambodian refugees and the therapist was fluent in
the language. Yet from a methodological standpoint,
we cannot separate the effects of treatment from effects
of treatment as administered by this therapist. Perhaps
she engaged in different behaviors apart from the
treatment procedures or had different expectations
between the two treatments. A second therapist would
have made an enormous difference in the inferences
that could be drawn. The authors concluded that one
of the treatments was more effective than the other. We
can state that the interventions were different (find-
ings) but have to qualify the explanation (conclusion)
because of a threat to construct validity.

Example 2

A laboratory experiment designed to evaluate opinions
held about mental illness. The purpose is to see if people
evaluate the personality, intelligence, and friendliness of
others differently if they believe these other persons have
been mentally ill. College students serve as subjects and
are assigned randomly to one of two conditions. In the
experimental condition, the students view a laptop
screen where they see a 30-year-old man. They then listen

to a prerecorded tape that describes him as holding a job
at a software start-up company, and living at home with
his wife and two children. The description also includes a
passage noting that the man has been mentally ill, experi-
enced strange delusions, and was hospitalized 2 years
ago. In the control condition, students see the same man
on the screen and hear the same description except the
passages that talk about mental illness and hospitaliza-
tion are omitted. At the end of the tape, subjects rate the
personality, intelligence, and friendliness of the person
they just viewed. Alas, the hypothesis is supported—
subjects who heard the mental illness description showed
greater rejection of the person than did subjects who
heard the description without reference to mental illness.

The investigator wishes to conclude that the con-
tent of the description that focused on mental illness is
the basis for the group differences. After all, this is the
only feature that distinguished experimental and con-
trol groups. Yet, there is a potential construct validity
problem here. The use of a single case on the screen
(i.e., the 30-year-old man) is problematic. It is possible
that rejection of the mental illness description occurred
because of special characteristics of this particular
case (e.g., sex, ethnicity, age, facial structure and
expression). The difference could be due to the manip-
ulation of the mental illness description or to the inter-
action of this description with characteristics of this
case. We would want two or more persons shown (on
the laptop) in the study who vary in age, sex, and
other characteristics so that mental illness status could
be separated from the specific characteristics of the
case. Even two would be a great improvement in the
methodology of this study. With two cases presented
on the screen, the results could rule out (by statistical
tests) that the case does not make a difference (assum-
ing that it does not). That is, the effect of the experi-
mental manipulation does not depend on unique
characteristics of the case description. In general, it is
important to represent the stimuli in ways so that
potential irrelevancies (e.g., the case, unique features
of the task) can be separated from the intervention or
variable of interest. Without separating the irrelevan-
cies, the conclusions of the study are limited.

Example 3

Finally, consider the case where two evidence-based psy-
chotherapies are being compared. Let us say we recruit
therapists who are experts in treatment A to administer
that treatment and other therapists skilled in treatment B
to administer that treatment. Thus, different therapists
provide the different treatments. This is reasonable
because we may wish to use experts who practice their
special techniques. At the end of the study, assume that
therapy A is better than B in the outcome achieved with



the patient sample. Because therapists were different for
the two treatments, we cannot really separate the impact
of therapists from treatment. We might say that treat-
ment A was better than treatment B. Yet, perhaps thera-
pists who administered treatment A may have simply
been much better therapists than those who adminis-
tered treatment B and that therapist competence may
account for the results. The confound of treatment with
therapists raises a significant ambiguity. Another way of
saying this is to describe the independent variable. The
investigator pitched the study to us as treatment A ver-
sus treatment B, but our OCMD colleague cogently
points out that the study really examined treatment-A-
as-practiced-by-therapist-team 1 versus treatment-B-as-
practiced-by-therapist-team 2. As with any threat, the
plausibility of considering this as a competing interpreta-
tion is critical. During the study, the investigator may
collect data to show that somehow therapists were
equally competent (e.g., in adhering to their respective
treatments, in training and initial skill, and in warmth).
Equivalence on a set of such variables can help make the
threat to construct validity less plausible. Even so, some
overall difference including therapist competence that is
not assessed might, in a given study, continue to provide
a plausible threat to construct validity.

The use of a narrow range of stimuli and the limi-
tations that such use imposes sound similar to external
validity. It is. Sampling a narrow range of stimuli as a
threat can apply to both external and construct validity.
If the investigator wishes to generalize to other stimulus
conditions (e.g., other experimenters or types of cases
in the above two examples, respectively), then the
narrow range of stimulus conditions is a threat to exter-
nal validity. To generalize across stimulus conditions of
the experiment requires sampling across the range of
these conditions, if it is plausible that the conditions
may influence the results. If the investigator wishes to
explain why a change occurred, then the problem is one
of construct validity because the investigator cannot sep-
arate the construct of interest (e.g., treatment or types
of description of treatment) from the conditions of its
delivery (e.g., the therapist or case vignette).

The same problem in a study may serve as a threat
to more than one type of validity. I have discussed
narrow stimulus sampling as one example. Some
problems (e.g., attrition) serve as threats to all types of
validity. Also, the types of validity themselves are not all
mutually exclusive. Construct and external validity, for
example, can go together and which one to invoke
in evaluating a study has to do with the particular
conclusion one wishes to make or to challenge. In the
previous example, if the investigator wishes to say that the
mental-illness description led to the change, the skeptic
can cogently say, “Maybe, but maybe not because of
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construct validity.” If the investigator wishes to say that
the findings apply to adults in general (e.g., women, the
elderly, different ethnicities), the skeptic can cogently say,
“Maybe, but maybe not because of external validity.”

As I mentioned, any threat is really only a threat
when it is a plausible account of the finding or can
more parsimoniously account for that finding. Nar-
row stimulus sample may or may not be plausible in
any of the instances I used to illustrate this particular
threat. Even so, in a given study; it is useful to sample
across a wider range of conditions presented in a
given study. By “wider range” this can be only two or
more experimenters who administer all of the condi-
tions provided to the groups or two or more vignettes
or sets of stimuli. This allows data analysis to see
whether the manipulation was dependent on only
one of the experimenters or stimuli material. The
strategy is useful as well for external validity by
showing that the results are not restricted to a very
narrow set of conditions.

3.3.3: Experimenter Expectancies

In both laboratory and clinical research, it is possible that
the expectancies, beliefs, and desires about the results on
the part of the experimenter influence how the subjects
perform.®> The effects are sometimes referred to as
unintentional expectancy effects to emphasize that the
experimenter may not do anything on purpose to influence
subjects’ responses. Depending on the experimental
situation and experimenter—subject contact, expectancies
may lead to changes in tone of voice, posture, facial
expressions, delivery of instructions, and adherence to the
prescribed procedures and hence influence how
participants respond. Expectancy effects are a threat to
construct validity if they provide a plausible rival
interpretation of the effects otherwise attributed to the
experimental manipulation or intervention.

Previously, I mentioned placebo effects. When treat-
ments (e.g., medication, surgery) and control (e.g., placebo,
sham surgery) are compared, it is important to keep staff
who collect the data (e.g., rate, measure, or evaluate
improvement) or otherwise meet with patients directly
(e.g., doctors, nurses, therapists who deliver the medica-
tion or assessment procedures) “blind” to the conditions to
which patients are assigned. Thus, medications and place-
bos might be placed in identical packages that are coded,
and only the investigator not in direct contact with staff
who administer the treatments or with the patients knows
the key that explains who was given what medication/
placebo and when. Sometimes even the investigator does
not know until the very end of the study when the codes
(for who received what) are revealed. The reason is to elimi-
nate the bias that might come from knowing the conditions
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to which subjects are assigned. Expectancies on the part of
those involved in the study might be communicated to the
patients or clients and somehow influence the results.

Experimenter expectancies are similar but emerged in
the context of laboratory experiments in psychology rather
than intervention studies. The work was prominent dec-
ades ago, primarily in the context of social psychological
research (Rosenthal, 1966, 1976). Several studies showed
that inducing expectancies in experimenters who ran the
subjects through various laboratory conditions could influ-
ence the results. That is, leading experimenters to believe
how the results would come out somehow influenced sub-
ject performance.

It is important to be aware of the prospect that individuals
running a study might unwittingly influence the results if
they have expectancies about the likely direction of effects.
The notion of experimenter expectancies, as a threat to
validity, is infrequently invoked for several reasons.

The first and foremost perhaps is that expectancies
currently are not a plausible explanation in many labora-
tory studies. Procedures may be automated across all sub-
jects and conditions, and hence there is consistency and
fairly strong control of what is presented to the subject.
Also, in many investigations, subjects participate through
the Web (MTurk, Qualtrics) and have no direct contact
with an experimenter in the usual sense.

Second, in many laboratory paradigms, expectancies
are not likely candidates for influencing the specificity of a
finding that is sought. For example, clinical neuroscience
focuses on changes and activation changes in the brain fol-
lowing presentation of stimulus material (e.g., scenes of a
significant other, emotional stimuli). Hypotheses relate to
mechanisms of action and are not likely to be influenced by
what the researcher is expecting on the way to the scanner.
Are expectancy influences possible? Yes—the research
assistant can always chat about the study on the way to the
scanner, but not likely in the general case.

Third, how experimenter expectancies exert their
influence is unclear. A likely explanation is that the experi-
menter differentially adheres to the procedures and intro-
duces bias that way. This can be controlled by training of
experimenters or by automating as much of the procedures
as possible. Yet, now we know of priming (cues that are
outside of the conscious awareness of a person) and the
influence that these subtle cues in the environment can
exert. It is possible in theory that subjects are definitely
influenced by subtle cues not easily identified.

All of that noted, in a given situation, expectations on
the part of the experimenter may plausibly serve as a
source of ambiguity and threaten the construct validity of
the experiment. Usually research assistants who run sub-
jects, when that is the basis of the procedures, have a view
of how the results should come out. As an investigator, it is

useful to minimize these expectations by not providing
explicit information about what one is expecting to find.

3.3.4: Cues of the Experimental
Situation

Cues of the situation refer to those seemingly ancillary fac-
tors associated with the experimental manipulation and
have been referred to as the demand characteristics of the
experimental situation (Orne, 1962). Although the topic
goes back decades, demand characteristics continue to be a
topic of research and recognized as a source of bias (e.g.,
Allen & Smith, 2012; Damaser, Whitehouse, Orne, Orne, &
Dinges, 2009). Demand characteristics include sources of
influence such as information conveyed to prospective sub-
jects prior to their arrival to the experiment (e.g., rumors
about the experiment, information provided during subject
recruitment), instructions, procedures, and any other fea-
tures of the experiment. These other features may seem inci-
dental, but they “pull,” promote, or prompt behavior in the
subjects. The change in the subjects could be due to demand
characteristics rather than the experimental manipulation.
That of course would be a construct validity problem.

The defining example to show the influence of cues in
the experiment distinct from the independent variable
focused on the role of demand characteristics in a sensory
deprivation experiment (Orne & Scheibe, 1964). Sensory
deprivation consists of minimizing as many sources of sen-
sory stimulation as possible for the subject. Isolating indi-
viduals from visual, auditory, tactile, and other stimulation
for prolonged periods has been associated with distorted
perception, visual hallucinations, inability to concentrate,
and disorientation. These reactions usually are attributable
to the physical effects of being deprived of sensory stimu-
lation. Yet, perhaps cues from the experimental situation
might evoke or foster precisely those reactions mistakenly
attributed to deprivation. This is an interesting hypothesis,
but testing it requires separating real sensory deprivation
from the cues associated with the deprivation.

An experiment was completed where subjects were
exposed to the accouterments of the procedures of a sensory
deprivation experiment but actually were not deprived of
stimulation. Subjects received a physical examination, pro-
vided a short medical history, were assured that the proce-
dures were safe, and were exposed to a tray of drugs and
medical instruments conspicuously labeled “Emergency
Tray.” Of course, any of us would be alerted to all sorts of
potential issues and problems that might arise in light of
these seeming safeguards for our protection. Also, subjects
were told to report any unusual visual imagery, fantasy, or
feelings, difficulties in concentration, disorientation, or simi-
lar problems. They were informed that they were to be
placed in a room where they could work in an arithmetic
task. If they wanted to escape, they could do so by pressing a



red “Emergency Alarm.” In short, subjects were given all
sorts of cues to convey that strange experiences were in store.

The subjects were placed in the room with food, water,
and materials for the task. No attempt was made to deprive
subjects of sensory stimulation. They could move about,
hear many different sounds, and work at a task. This
arrangement departs from true sensory deprivation exper-
iments in which the subjects typically rest, have their eyes
and ears covered, and cease movement as much as possi-
ble. A control group in the study did not receive the cues
preparing them for unusual experiences and were told
they could leave the room by merely knocking on the win-
dow. At the end of the “isolation” period, the experimental
group showed greater deterioration on a number of meas-
ures, including the report of symptoms characteristically
revealed in sensory deprivation experiments. In this exper-
iment, the cues of the situation when provided without
any deprivation led to reactions characteristic of depriva-
tion studies. By implication, the results suggest that in
prior research deprivation experiences may have played
little or no role in the findings.

A more current example reflects the problem in another
context. Some research has suggested that chewing gum
helps increase alertness and attention. In a recent study on
the topic, either subjects were told that gum helped or hin-
dered alertness or subjects were given no expectation
(Allen & Smith, 2012).

Could demand characteristics explain these effects?

The current study investigated the effects of gum and demand
characteristics on attention and reported mood over time.
Participants completed measures of mood and attention, with
and without chewing gum. To manipulate demand characteris-
tics, they were told that the hypothesized effect of gum was
either positive or negative, or not given a demand. Gum chew-
ing increased attention to a task independently of demand
characteristics (i.e., without regard to the induced expecta-
tions); demand also contributed based on the information pro-
vided about the supposed effect of gum. In short, the results
found both an influence of gum chewing free from the demand
characteristics and an effect of what subjects were told to
expect. The results of this experiment are instructive because
they show that all-or-none thinking about demand characteris-
tics is risky. That is, we would not want to ask, is the result of an
experiment due to the experimental manipulation or demand
characteristics? This study shows that both contribute.

Consider a final example of an experimental paradigm
and focus more common in clinical psychological research.
This is an illustration of a hypothetical study designed to
induce a sad or happy mood in subjects and to evaluate the
impact of that mood on how individuals make attributions
or what words they recognize on a task following the mood
induction. At the end of the study, the results show
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differences between the two conditions. Is it possible that
mood induction really led to the results? Could it be that
all of the cues including the “message” of the mood
induction led to performance? That is, somehow subjects
recognized what was wanted and behaved consistently.
Mood change was really not needed at all as a construct
to explain the results. Perhaps, if we just told subjects,
“pretend for just a moment you were sad, how would you
respond to the following task?” Now give them the task,
and the results might show that if they understand the
purpose they will act in the same way even though they
are not really sad and have had no special mood induc-
tion. Cues alone, in this case instructions, could lead to
the same result.

Demand characteristics can threaten the construct valid-
ity if it is plausible that extraneous cues associated with the
intervention could explain the findings. The above demon-
stration and example convey the potential impact of such
cues. Whether these demand characteristics exert such
impact in diverse areas of research is not clear. Also, in many
areas of research, the independent variable may include cues
that cannot be so easily separated from the portion of the
manipulation that is considered to be crucial. For example,
different variations of an independent variable (e.g., high,
medium, and low) may necessarily require different cues.
Perhaps different demand characteristics are inherent to or
embedded in different variations of the experimental manip-
ulation. In such cases, it may not be especially meaningful to
note that demand characteristics accounted for the results.

When several conditions provided to one group differ
from those provided to a control group, one might weigh
the plausibility of demand characteristics as an influence.
Perhaps an implicit demand conveyed to control subjects
that they are not expected to improve from one test occa-
sion to another. That is, demand may not operate only on
experimental subjects, but also maybe in a direction of lim-
iting changes that otherwise might occur in a control
group. Presumably if cues were provided to convey the
expectation of no change for the control group, experimen-
tal and control differences that are obtained might well be
due to different demand characteristics between groups.

3.4: Managing Threats
to Construct Validity

3.4 Analyze basic threats as the first step to manage
construct validity

As with other threats to validity, the first step in managing
construct validity is to consider the basic threats and
whether they can emerge as the study is completed. This is
not a perfunctory task because threats to construct validity
may influence what control or comparison groups are
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included in the study and hence of course affect the basic
design. For example, a common practice in research in psy-
chopathology is to identify a patient group (e.g., individu-
als who meet criteria for depression, or anxiety, or
schizophrenia) and to compare them with “healthy con-
trols,” i.e., individuals with no clinical dysfunction. The
goal is to understand how the target group and disorder
(depression) reflect some key psychological or biological
process (e.g., emotional regulation, reaction to a perceptual
task; brain activation when given a task). It would be good
to consider construct validity in advance of the study, and
indeed another group might well be added. The construct
validity problem is that at the end of the study, the investi-
gator may wish to include that there is something special
about depression because the depressed patients were dif-
ferent from the healthy controls. Yet, the study really can-
not draw conclusions about depression—at least based on
the design. It may be that individuals with any psychiatric
diagnosis (or a bit of a stretch, any disability) would show
the differences with healthy controls. If the investigator
wishes to talk about a specific disorder, the proper control
is needed (e.g., some other disorder) to show that the effect
is indeed related to the disorder of interest. A key question
underlying construct validity in particular, but relevant to
other types of validity as well, is: what does the investiga-
tor wish to say when the study is completed? It is valuable
to consider that before doing the study because what one
wants to say can influence how the study will be done.

All threats to construct validity cannot be anticipated in
a study because construct validity is about interpretation of
the basis of the effects of some manipulation or intervention.
These interpretations often draw on different theories, may
require many studies, and are the bases for deeper under-
standing. Yet, we discussed several threats that can emerge,
and some comments on how they can be managed.

Attention, expectations, and placebo effects were men-
tioned as threats. These are potentially potent influences in
studies. If it is possible that one or more of these influences
could explain the findings, it is critical to include a control
condition. Easier said than done. We know that comparing
your brand new innovative and wildly clever treatment for
a disorder when compared to no treatment has a construct
validity problem. It may not be your treatment at all but
attention and expectations in the treatment group that
were not part of the non-treatment group. Researchers
who are aware of this often compare the new and improved
treatment to usual clinical care. The idea being that each
group (new treatment, old treatment) received something.
Yet, in virtually all studies we have no idea whether the
new treatment and the treatment as usual generated the
same level of expectancies for improvement.

How to address the matter? Either in pilot work or during

the study, obtain some measure of the extent to which

participants expect improvement once they learned about

their treatment condition (e.g., after the first session). At
the end of the study, one can see if expectations for
improvement differ between the conditions and also cor-
relate (statistically) expectations at the beginning of treat-
ment with therapeutic change.

Experimenter expectancies are slightly different from
the expectations for change generated in participants. In
any experiment, we would like it so that the expectations
of those running the subjects are not aware of the hypoth-
eses of the study. As I noted, experimenter expectations
may not exert influence in many situations either by the
nature of the experimenter—subject interaction (e.g., there
may be none) or by the dependent measures (e.g., blood
glucose level to evaluate control of diabetes, carbon mon-
oxide that is exhaled as a measure of recent cigarette smok-
ing). Different ways of running subjects and different
measures vary in their amenability to such influences.

If experimenter expectancies could influence the
results, there are two ways of managing these. First,
provide a standard expectation or statement to experi-
menters who run the subjects so that they at least hear a
constant mindset from the investigator. This expectation is
not about what the hypotheses are but might be a speech
that conveys the importance of running the subjects
correctly through conditions or how the findings will be
important no matter how they come out. Some stand-
ardization of what experimenters are told may reduce
variability among research assistants if there are two or
more. Rather than let them fill in their hypotheses, perhaps
standardize what they are told in running the subjects.
Second, and as mentioned, with attention and expectations
of subjects, one can measure through a questionnaire what
the beliefs of the experimenters are and see if those
expectations are different among experimenters and also
relate (correlate) expectations with outcome to see if in
fact they are related. Presumably if expectancies were
inconstant with the results that would make less plausible
expectancies operated.

Demand characteristics are like expectations in
principle but refer to how the cues of a study might prime,
dictate, or influence the results. That is, it is not the
experimental manipulation but rather expectations that
lead to reactions on the part of subjects. Again, the first task
is merely to note whether this is relevant to the study. That
is, at the end of the study, could demand characteristics
explain the findings? If it is possible that the cues or the
context of the study gives away the desired responses on
the dependent measures, then this threat to construct
ought to be controlled. Three ways of controlling or
assessing the impact of demand characteristics are to see
what effects these characteristics have on the dependent
measures without giving or exposing individuals to the
experimental manipulation. Table 3.2 summarizes three
ways in which this is accomplished.



Table 3.2: Procedures for Evaluating Whether Demand
Characteristics May Account for the Results

Post Ask subjects at the end of  If subjects identify
experimental  an experiment about their ~ responses that are consist-
Inquiry perceptions about the pur-  ent with expected perfor-
pose, what was expected, mance (the hypothesized
how they were “supposed”  performance), this raises
to perform. the possibility that demand
characteristics may have
contributed to the results.
Pre-inquiry Subjects are exposed to If subjects respond to the
the procedures (e.g., told measures consistent with
what they are), see what predicted or hypothesized
subjects would do, hear performance, this raises
the rationale and instruc- the possibility that demand
tions, but not actually run characteristics could con-
through the studly itself. tribute to the results.
They are then asked to
respond to the measures.
Simulators Subjects are asked to act If simulators can deceive a

as if they have received the
procedures and then to
deceive assessors (naive
experimenters) who do not
know whether they have
been exposed to the actual
procedures. Similar to Pre-
inquiry except that sub-

naive experimenter, i.e.,
make them believe they
have actually been
exposed to the experimen-
tal procedures, this is con-
sistent with the possibility
that demand characteris-
tics could contribute to the

jects actually go through results.
that part of the experiment,

if there is one, in which
experimenters or asses-

sors evaluate subject

performance.

Each method of evaluating demand characteristics
assesses whether the cues of the experimental situation
alone would lead to performance in the direction associ-
ated with the independent variable. If the cues of the situa-
tion do not lead subjects to perform in the way that they
would when exposed to the experimental manipulation,
this suggests that demand characteristics are not likely to
account for the results.

The post experimental inquiry focuses on asking sub-
jects about the purposes of the experiment and the perfor-
mance that is expected of them. Presumably, if subjects are
aware of the purpose of the experiment and the perfor-
mance expected of them, they can more readily comply
with the demands of performance. Hence, their responses
may be more a function of the information about the exper-
iment than the manipulation itself. With this method, sub-
jects actually go through the real experiment and are asked
questions afterward. It is possible that subjects may not
have perceived the demand characteristics consciously but
still have responded to them in the experiment. The cues of
the experiment that dictate performance may be subtle and
depend upon behaviors of the experimenter or seemingly
irrelevant procedures.

With the pre-inquiry, subjects are not actually run
through the procedures in the usual way. Rather, they are
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asked to imagine themselves in the situation to which
subjects would be exposed. These subjects may see
the equipment that will be used, hear the rationale or
instructions that will be provided, and receive all of the
information that will be presented to the subject without
actually going through the procedures. Essentially, the
procedures are explained but not administered. After
exposing the subject to the explanations of the procedures
and the materials to be used in an experiment, the subjects
are asked to complete the assessment devices as if they
actually had been exposed to the intervention. The task is
to respond as subjects would who experienced the pro-
cedures. Pre-inquiry research can inform the investigator
in advance of conducting further investigations whether
demand characteristics operate in the direction of expected
results derived from actually running the subjects. Pre-
inquiry data also may be useful when compared with data
from actually conducting the investigation and running
subjects through the procedures. If the Pre-inquiry data
and experimental data are dissimilar, this suggests that the
cues of the experimental situation alone are not likely to
explain the findings obtained from actually being exposed
to the experimental condition.

The use of simulators also can evaluate demand charac-
teristics. Simulators are subjects who are asked to act as if
they received the experimental condition or intervention
even though they actually do not.

These simulators are then run through the assessment
procedures of the investigation by an experimenter who is
“blind” as to who is a simulator and who is a real subject
(i-e., a subject run through the procedures). Simulators are
instructed to guess what real subjects might do who are
exposed to the intervention and then to deceive a “blind”
experimenter. If simulators can act as real subjects on the
assessment devices, this means that demand characteris-
tics could account for the results.

If data from post-inquiry, pre-inquiry, or simulators
and from “real” subjects who completed the experiment
are similar, the data are consistent with a demand-
characteristics interpretation. The consistency does not
mean that demand characteristics account for the results.
Both demand characteristics and the actual effects of the
independent variable may operate in the same direction.
The consistency raises issues for construct validity and
interpretation of the basis for the findings. If the data from
evaluation of demand characteristics and real subjects do
not correspond, this suggests that the cues of the situation
do not lead to the same kinds of effects as actually running
the subjects.

Efforts to evaluate the role of demand characteristics
are to be actively encouraged if demand is a plausible and
conceptually interesting or important threat to construct
validity. If demand characteristics generate results different
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from those generated by subjects who completed the exper-
imental conditions, interpretation of the findings can be
clarified. If demand characteristics can threaten construct
validity, it is useful to design experiments so that merely
exposing subjects to the cues (irrelevancies) of the experi-
ment is not plausible as an explanation of the results. This
can be accomplished by controlling or holding fairly con-
stant all of the cues or by designing experiments so that the
predicted results are counterintuitive, i.e., go in a direction
opposite from what experimental demands would suggest.

In terms of managing other threats to construct validity,
I have not mentioned stimulus sampling. This is the case
where very narrow sampling of stimulus conditions pre-
sented to the subjects or included in the experiment might
introduce ambiguity in interpreting the findings. This is a
potential threat to external validity (do the results generalize
beyond the narrow conditions in which they were pre-
sented?) and construct validity (the experimental manipula-
tion cannot be separated from the narrow or single stimulus
conditions, and the combination of stimulus condition and
manipulation may explain the result). The procedures to
address this were discussed in relation to external validity
and are the same here, namely, try to vary the stimulus con-
ditions used to present the experimental manipulation if
those are case material, vignettes, brief movies, or stimulus
material that might have two rather than one version. Simi-
larly, one assistant running the study might be supple-
mented by at least one more. At the end of the study, one can
analyze whether the different stimulus materials or research
assistants varied in their effects and separate irrelevant parts
of the experiment (e.g., how the manipulation was pre-
sented and who presented it) from the manipulation (what
the key construct is underlying the experiment).

3.4.1: General Comments

The discussion has noted common threats to construct
validity. However, a complete list of construct validity
threats cannot be provided. The reason is that the threats
have to do with interpretation of the basis for the results of
an experiment. Thus, theoretical views and substantive
knowledge about how the experimental manipulation
works or the mechanisms responsible for change are also at
issue, apart from the issue of experimental confounds. The
questions of construct validity are twofold.

1. What is the independent variable (experimental manip-
ulation, intervention)?

This question emphasizes the fact that the independent
variable may be confounded with or embedded in other
conditions that influence and account for the findings.

2. Why did that lead to change?

This question emphasizes the related issue of interpre-
tation of what led the performance on the dependent

measures. Here we do not speak of confound as much as
better understanding of the mechanism, process, or theory
to explain the change.

The questions encompass construct validity because
they affect interpretation of the basis of a given finding.

Much of psychological research is devoted to under-
standing how a particular construct operates. The con-
struct of interest is the focus with an effort to control
artifacts or other constructs (e.g., expectancies of the exper-
imenters, cues of the situation that are not of interest) that
can obscure interpretation. What is the main construct and
what is an artifact to be controlled are a matter of the inves-
tigator’s interest. For example, if I am interested in study-
ing the effects of medication, then patient expectancies are
something I wish to control (by having placebo controls in
the study). If I am interested in patient expectancies, then I
want to control any extraneous medications they are on.
The point is to convey that construct validity reflects an
interplay and overlap of methodology (control of some
variables) and substantive issues (so one can study another
variable of interest).

3.5: Data-Evaluation
Validity Detined

3.5 Assess the utility of the statistical evaluation
of construct validity

Internal, external, and construct validity and their threats
codify many of the concerns to which methodology is
directed. The list of these concerns is long, so what more
can remain? Actually a great deal. Assume we have
designed our wonderful experiment to address the bulk of
those threats already highlighted. Will the evaluation of
our data reveal there is an effect or differences between
groups? Whether we find differences between experimen-
tal and control conditions depends in part on whether
there really are differences in the world between those con-
ditions. Yet, even if there really are differences, whether
we find those in our experiment depends on multiple
considerations.

Data-evaluation validity refers to those facets of the evalua-
tion that influence the conclusions we reach about the
experimental condition and its effect.*

In the vast majority of studies in the social, biological,
and natural sciences, statistical analyses are used to evalu-
ate the data and serve as the basis of drawing conclusions
about whether an effect was evident. This is why data-
evaluation validity has been previously referred to as sta-
tistical conclusion validity. Yet, the broader term “data
evaluation” is of use because more can lead us astray than
the maze of statistical analyses.



3.6: Threats to Data-
Evaluation Validity
Defined

3.6 Review the threats to data-evaluation validity
Statistical evaluation often is taught from two standpoints.

1. The first of these pertains to understanding the tests
themselves and their bases. This facet emphasizes what
the tests accomplish and the formulae and derivations
of the tests (e.g., probability theory, distributions).

2. The second and complementary facet pertains to the
computational aspects of statistical tests. Here concrete
application of the tests to data sets, use of software,
and interpretation of the findings are emphasized.

There is a third facet that might be considered at a higher
level of abstraction, namely, the role of statistical evaluation
in relation to research design and threats to validity. Data-
evaluation validity reflects this level of concern with that
evaluation and often is the Achilles” heel of research. This
type of validity is often neglected when studies are planned
and executed. That is, many (but not you or me of course)
think of data analysis as something to consider once all the
subjects are run and the numbers are in. So much is too late by
then! There are several facets of the results and statistical eval-
uation that can obscure interpretation of the experiment.
These are referred to as threats to data-evaluation validity.

It is important to note at this point that the discussion
makes critical assumptions that are not fully agreed on in
science. The assumptions are that statistical tests and prob-
ability levels (alpha), at least as currently practiced, are a
good and reasonable basis for drawing inferences. These
assumptions are a matter of debate (see Schmidt, 2010;
Stang, Poole, & Kuss, 2010). In the present discussion, these
issues are skirted in recognition of the fact that the bulk of
research in psychology is based on drawing inferences
from statistical evaluation. As such, there are common
weaknesses of research that can be identified under the
rubric of data-evaluation validity.

3.7: Overview of Essential
Concepts of Data-
Evaluation Validity

3.7 Review some primary concepts of data-evaluation
validity

Before discussing the threats to validity, it is important to
review a few of the essential concepts of statistical evalu-
ation. As the reader well knows, in most psychological
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research, the conclusions in an experiment depend heav-
ily on hypothesis testing and statistical evaluation.

The null hypothesis specifies that there are “no differences”
between groups (e.g., experimental vs. control group).

3.7.1: Statistical Test and
Decision Making

Statistical tests are completed to evaluate whether the
differences that are obtained are reliable or beyond
what one is likely to find due to chance fluctuations.
We can reject the null hypothesis of no difference if we
find a statistically significant difference or accept this
hypothesis if we do not. The rejection and acceptance of
hypotheses are weighty topics only part of which we can
treat here. The decision-making process is based on
selecting a probability level that specifies the degree of
risk of reaching a false conclusion. If the statistical dif-
ference between groups surpasses this probability level,
we state that the difference is reliable and represents an
effect of the experimental manipulation. If the difference
fails to pass the threshold, we say that the difference is
not statistically significant and that the groups are
not different. Figure 3.1 notes the outcomes of an inves-
tigation based on the conclusions we might draw from
statistical evaluation.

Figure 3.1: Actual State of Affairs in the World

Actual State of Affairs in the World

No Group Yes, Group
Differences Exist Differences Exist
(Ho true) (Ho false)
Yes, Group
Differences A . B >
. Are Found Ihcorred Deqsmn Correct Dec_|S|on
18 (reject Ho). (reject Hp that is true) | (reject Hg that is false)
o)
a
5 No Group
O Differences c D
Are Found Corriclzt aeC|§|on Incorrlict Eeqs?rlw
(accept Hy). (accept Hy that is true) | (accept Hp that is false)

The four cells represent the combination of our deci-
sion (we decide there is a difference vs. there is no differ-
ence) and the true state of affairs in the world (whether there
really is a difference or there is no difference). Our goal in
doing a study is to draw conclusions that reflect the true
state of affairs in the world. That is, if there is a difference
(e.g., in means) between two or more conditions (i.e., if
the experimental manipulation made a difference), we
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wish to reflect that in our decision (Cell B). If there is no
difference between the conditions in the world, we would
like to conclude that as well (Cell C). Occasionally, there
is a clear (statistically significant) effect in our study,
when in fact there really is no effect in the world (Cell A)
or no effect in our study when in fact there is one in the
world (Cell D). We specify our probability level (alpha) as
the criterion for our decision making, i.e., concluding the
difference we obtain is significant. By doing so, we also fix
the risk of concluding erroneously that there is a differ-
ence when in fact there is none in the world and of con-
cluding that there is no difference when in fact there is.
The cells in Figure 3.1 have well-established names that
reflect critically important statistical concepts to refer to
the decision-making process, outcomes of our experi-
ment, and risk of reaching a false conclusion. (The terms
also make for terrific exam questions.) Table 3.3 lists these
and other concepts that we draw on later to elaborate the
threats to data-evaluation validity and to discuss of statis-

tical evaluation more generally.

3.7.2: Effect Size

Among the concepts listed in Table 3.3, effect size is espe-
cially critical because it underlies several issues we shall
consider.

Table 3.3: Important Concepts That Underlie Statistical
Tests and Data-Evaluation Validity

Alpha (@)  The probability of rejecting a hypothesis (the null hypothesis)
when that hypothesis is true. This is also referred to as a

Type 1 error (Cell A).

Beta (3) The probability of accepting a hypothesis (the null hypothe-
sis) when it is false. This is also referred to as a Type Il error

(Cell D).

The probability of rejecting the null hypothesis when it is false
or the likelihood of finding differences between conditions
when, in fact, the conditions are truly different. This probabil-
ity is 1 — 3 (Cell B).

A way of expressing the difference between conditions (e.g.,
treatment vs. control) in terms of a common metric across
measures and across studies. The method is based on
obtaining the difference between the means of interest on a
particular measure and dividing this by the common (pooled)
standard deviation.

Power

Effect size

Standard
deviation

A measure of variation or variability about a mean. The
standard deviation (also the square root of the variance) of a
sample is given by the formula:

20— X" ss
S=\—FF—7—or —
N -1 df
where
X—, = individual observations of subjects / through n
(all subjects)

X = mean of the sample

N = sample size
SS = sum of squared deviation
df = degree of freedom

Effect size (ES) refers to the magnitude of the difference between
two (or more) conditions or groups and is expressed in standard
deviation units.

For the case in which there are two groups in the study,
ES equals the differences between means, divided by the
standard deviation:

Pooled standard variation is based on both groups
combined as if they were one group and obtaining the
standard deviation from that larger group.”

ES is expressed by the following equation.

ny — ny

S

For example, in a two-group study that evaluates
treatment for clients experiencing anxiety, assume clients
are assigned to treatment or no-treatment conditions.

ES =

After the study, clients complete a measure of anxiety in
which higher scores equal higher levels of anxiety.
Suppose that treated subjects show a post treatment mean
of 10 on the scale, whereas control subjects show a score
of 16. We shall also suppose that the standard deviation
is 8. ES equals .75 (derived from 10 minus 16 divided
by 8). This means that in standard deviation units, the
mean of the treatment group was .75 higher than the
mean of the control group.

When ES is first taught and learned, emphasis is
accorded what it means (magnitude or strength of effect)
and how to compute it. From a methodological perspec-
tive, ES has a much broader role in a study. ES is equivalent
to a bucket where many methodological problems and
shortcomings of a study collect like dirty oil spilling from
the bottom of a car. The more methodological problems,
the smaller the ES and the less likelihood of showing statis-
tically significant effects. In other words, whether one cares
about the actual statistic of ES, in fact the methodological
issues behind the statistic are of concern to anyone who
does research. A little more detail is needed.

ES often is assumed to reflect the magnitude of the dif-
ference, as that difference exists in nature. Thus, if an inves-
tigator is exploring a truly potent variable, this will
produce a marked ES and statistically significant results.
However, ES is very much dependent on the design and
methodology of the study in addition to a “true” state of
affairs. A poorly planned or executed study can produce
small and non-detectable effects even when the ES
in nature is rather large. Not only flagrant methodological
flaws, sloppiness, and error within the experiment but also
more subtle nuances related to the procedures, subjects,
and conditions can increase variation (the standard devia-
tion) and dilute, diminish, and negate any differences that
might otherwise be evident between groups. We will be
talking about ES, but the impact on sloppiness that influ-
ences ES directly influences statistical significance and
data-evaluation validity as well.



As investigators, we can influence ES in two general
ways. First, if one looks at the ES formula, the numerator
includes the difference between means of the groups
included in the study. So one way to influence ES in a study
is to be very thoughtful about what groups are included.
As a general rule, select different levels of the variable
of interest that are most likely to make the means quite
different (e.g., very high vs. very low) in relation to your
hypotheses.

It is not only fine to select conditions that will maximize

the likelihood of showing effects (large mean differences)

but also prudent to do so. With a very strong test, positive
or negative results may then be more likely to be
interpretable.

For example, if we hypothesize that cholesterol is
related to heart disease, we could compare two groups,
individuals with “normal” levels versus individuals
with slightly elevated levels of cholesterol and examine
the proportion of individuals who have heart disease.
The ES is likely to be lower and a statistically significant
difference (in heart disease) is more difficult to demon-
strate than if the study compared “normal” (or even
low) levels and very elevated levels of cholesterol. Also,
with logic that is often but not invariably correct, if
really high levels of cholesterol produce no effect, then it
is less likely that low levels will. (The logic depends in
part on a linear relation between the variables, in this
case cholesterol and heart disease. A linear relation hap-
pens to characterize the relation of cholesterol and heart
disease, but such relations are not always the case.) In
any case, the first way to increase ES and also the likeli-
hood of obtaining a statistically significant result is to
use conditions (groups) that are as discrepant as possi-
ble in likely outcomes within the constraints of your
hypotheses. That is, we want to spread out the means
and increase the predicted mean differences (numerator
of the ES formula).

Second, ES can be greatly influenced and controlled
by attending to the denominator of the ES formula,
namely, the measure of variability. As a general state-
ment, we can greatly influence the ES obtained in our
study by reducing variability in the procedures to mini-
mize the error term (standard deviation) that is the
denominator in the ES equation. Many efforts to control
features of the experiment are designed to minimize
“error” variance, i.e., variability, in the formula for ES.
The larger the variability (denominator), the smaller the
ES for a constant difference between means (numerator).
Later we shall talk about ways to reduce the denomina-
tor and increase the strength of the experimental test. For
the moment, now armed with a few critical issues under-
lying statistical evaluation, we can talk about problems
that interfere with data-based problems in drawing valid
conclusions.
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3.8: Threats to Data-
Evaluation Validity

3.8 Analyze some major threats to data-evaluation
validity

Several features of a study can undermine data-evaluation
validity. They are slightly tricky because, as I mentioned,
data evaluation is taught to be something one does once
the data are collected. That is one first runs the study and
then with all those numbers from all those measures, one
meets with one’s advisor and asks, “How do I analyze the
data?” The tricky part is that data evaluation issues and
threats to validity begin before the first subject is even run
and before any number in the study is collected as a data
point. In fact, by the time the first subject is run some of the
problems (threats to validity) are already in place but just
lurking like methodological bed bugs waiting in silence
until the investigator climbs into bed and analyzes the data.
Table 3.4 summarizes major threats to data-evaluation
validity for easy reference but each is discussed here.

3.8.1: Low Statistical Power

Central to statistical evaluation is the notion of statistical
power, which refers to the extent to which an investigation
can detect differences between groups when differences
exist within the population (see Table 3.3).

Power is the probability of rejecting the null hypothesis (i.e.,
there are no differences) when that hypothesis is false.

Stated differently, power is the likelihood of finding
differences between conditions when, in fact, the condi-
tions are truly different in their effects. Certainly, if there is
a difference between groups and if the experimental
manipulation is effective, we wish to detect this difference
in our statistical tests.

The central threat and probably most common threat
to data-evaluation validity is relatively weak power or a
low probability of detecting a difference if one truly exists.
When power is weak, the likelihood that the investigator
will conclude there are no differences between groups is
increased. There might well be no differences in the world,
and the intervention may in fact be no different in the
effects it produces from those of a control condition. How-
ever, the conclusion of “no difference” might be due to low
powet, rather than to the absence of a difference between
groups. The study must be designed so as to detect a differ-
ence if there is one.

Power is not an esoteric concept of relevance only to
researchers in the confines of their studies, but can also
affect decision making about practices that affect our
daily lives and actually is a matter of life and death. For
example, studies of whether screening makes a difference
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Table 3.4: Major Threats to Data-Evaluation Validity

Low Statistical Power

Subject Heterogeneity

Variability in the
Procedures

Unreliability of the
Measures

Restricted Range of the
Measures

Errors in Data Recording,
Analysis, and Reporting

Multiple Comparisons
and Error Rates

Misreading or Misinter-
preting the Data Analysis

Power is the likelihood of demonstrating an effect or group difference when in fact there is a true effect in the world. Often
studies have power that is too low to detect an experimental effect. Thus, no-difference finding could be due to the lack of a
true effect or a study with too little power.

Subjects recruited for a project will vary naturally in many ways. Yet, the extent of that variability can influence the conclusions
that are drawn. If subjects can vary widely (in age, ethnicity, diagnoses, background, and so on), the variability (denominator in
the effect size formula) also increases. As that variability increases, a given difference between groups (numerator in the effect
size formula) becomes more difficult to detect. Generally it is advisable to specify the subject characteristics of interest and note
inclusion and exclusion criteria so that variation is not unlimited.

How the study is executed can make a difference in whether a true effect is detected. If the procedures (e.g., in running a
subject) are sloppy or inconsistent from subject to subject, unnecessary and undesirable variability is increased. And as with
other threats related to variability that can interfere with detecting a difference when there is one.

Error in the measurement procedures that introduces variability can obscure the results of a study. Measures that are not
very reliable increase error in the assessment and as other sources of variability decrease the likelihood of showing group
differences.

A measure may have a very limited range (total score from high to low) and that may interfere with showing group differences.
The scores cannot spread out all of the subjects because of the limited range. No differences in a finding might be the result
of the restricted range of the measure that could not permit a large enough scale to differentiate groups.

Inaccuracies in data recording, analysis, and reporting refer to multiple steps in which inaccuracies enter into the database
or the data are used in a selective way where only some measures or analyses are reported. Errors and selective reporting
obviously mislead, whether intentional or unintentional, and threaten the data-evaluation validity of the study.

When multiple statistical tests are completed within the same investigation, the likelihood of a “chance” finding is increased.
This is a threat to data evaluation because false conclusions will be more likely unless some accommodation is made for the
number of tests (e.g., by adjusting the p level across the many tests to take into account the number of tests).

The conclusions reached from the data analysis are not to which the investigator is entitled. Either the proper statistic was not
run or the conclusion reached goes beyond the statistical test.

for detecting cancer and the impact of cancer treatments
on mortality occasionally have been unable to demon-
strate differences due to weak statistical power (see
Kramer, Berg, Aberle, & Prorok, 2011; Schutz, Je, Rich-
ards, & Choueiri, 2012). Similarly, in medication trials for
a variety of diseases and conditions, low statistical power
has been identified as a likely or possible reason of no dif-
ferences (e.g., Tsang, Colley, & Lynd, 2009). The conclu-
sion of low statistical power as a threat to validity can be
identified in broad areas beyond cancer and other dis-
eases (e.g., psychology, education, dentistry, and more). I
have elected medical instances to convey more starkly
that low power affects life and death decisions. While we
are waiting for effective treatments for life-threatening
diseases, we do not want to hear that viable treatments
might work, but one could not tell because power was
low within the studies!

More central to clinical psychology, comparisons of
different psychotherapy techniques often show no differ-
ences in treatment outcome. Studies comparing two or
more treatments have way too little power to detect “real”
differences, given the relatively small samples and small
ESs that characterize this research (Kazantzis, 2000;
Kazdin & Bass, 1989). The problem is evident when treat-
ment is compared to placebo controls too. For example, is
medication more effective than placebos in treating
depression among elderly patients? Could be, but a review
of the available clinical trials concluded, “All of the trials
were significantly underpowered to detect differences,

resulting in inconclusive findings” (Nelson & Devanand,
2011, p. 577). Unfortunately, weak power characterizes
studies in many areas of research within psychology
(Maxwell, 2004).

Weak power has broad implications insofar as it
slows theoretical and empirical advances (by misguiding
us in the conclusions that are reached) and utilizing
resources (subject and investigator time, tax dollars from
grants) that might be more wisely used elsewhere. There
are ethical implications as well: Is it ethical to subject par-
ticipants to any procedures as part of an investigation if
that investigation has very little likelihood of detecting a
difference, even if there is one? Understandably, many
funding agents require that grant applications include
estimates of power to at least ensure that we as investiga-
tors think about the matter as we design, and long before
we run, the study.

Whenever no difference (statistical) is evident
between or among conditions, the first question to ask is
whether the study had sufficient power to detect a differ-
ence if one were evident. Stated more colloquially, when
you say to your advisor “this difference did not come
out,” the first statement back to you should not be “wel-
come to the group” but rather “are you sure you had suf-
ficient power to detect a difference if there was one?”(And
you should say back to your advisor, “where were you
on this issue when I was planning the study?”) Power is
a critical issue, topic, and matter to resolve before a study
is conducted.



3.8.2: Subject Heterogeneity

The notion of ES is useful as a way of introducing other
threats to data-evaluation validity. Consider as a hypo-
thetical experiment, a comparison of two groups or condi-
tions (A and B), which are administered to different
groups. Ordinarily, ES is considered to be a function of the
true differences in the effects of these experimental and
control conditions. That is, if condition A is more effective
than condition B in the “real world,” this will be evident in
our experiment and be shown in our statistical evaluation.
As I mentioned, the denominator of the ES formula
includes a measure of variability (standard deviation).
Thus, whatever outcome difference (on the dependent
measures) between conditions A and B in our study, that
difference will be influenced by variability in our experi-
ment. This variability includes individual differences
among the subjects (e.g., in personality, age, and 1Q),
random fluctuations in performance on the measures (e.g.,
errors subjects make, response styles in completing the
measure, and mood and feelings on that day), differences
in experimenters (i.e., research assistants) in how they
administer the conditions, and other sources, not all of
which are easily specifiable.

Standard deviation is a familiar statistical concept in
relation to describing a sample and conducting statistical
tests. This discussion is quite related to those tests but is
more about how a study is carried out and the influence of
that on the standard deviation and the likelihood of obtain-
ing statistical significance if there is a real effect. (I focus on
standard deviation here, but comments apply as well of
course to the variance, which is the standard deviation
squared.) The standard deviation is the “home” for all sorts
of influences related to how a study is carried out.

With this overview, let us consider heterogeneity of the
subjects and how what seems like a good thing can threaten
validity. Subjects in an investigation can vary along multi-
ple dimensions and characteristics, such as sex, age, back-
ground, race and ethnicity, and marital status. In the
general case, the greater the heterogeneity or diversity of
subject characteristics, the less likelihood of detecting a dif-
ference between conditions. Critical to the statement is the
assumption that subjects are heterogeneous on a character-
istic that is related to (or correlated with) the effects of
independent variable. For example, clients who are
recruited for a cognitive behavior therapy study may vary
widely (and “lengthily”) in shoe size. Is this heterogeneity
of great concern? Probably not. It is unlikely treatment
effects will relate to shoe size.®

As for other more directly pertinent variables, clients
may vary widely in their severity or duration of the clinical
problem, socioeconomic class (which correlates with gen-
eral physical and psychological health), and other prob-
lems (e.g., substance abuse, depression, chronic medical
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disease) not of interest in the study. The impact of treat-
ment and performance on the dependent measures might
well be influenced by these factors. That these factors influ-
ence outcome is not inherently problematic or undesirable.
However, heterogeneity of the sample means that there
will be greater variability in the subjects’ reactions to the
measures and to the intervention. This variability will be
reflected in the denominator for evaluating ES. As men-
tioned before, the greater that variability (denominator),
the lower the ES for a given difference between means
(numerator) and the less likely the difference in means will
be statistically significant.

Consider as an example, a study in which individuals
are recruited because they are depressed. We are going to
compare those participants with others who are not
depressed. Consider only our selection criteria for the
depressed subjects. Screening criteria are invoked to ensure
that subjects meet criteria for a psychiatric diagnosis of
major depression. Consider three extraneous sources of
variation that might be valuable to control. These are extra-
neous because they are not of interest in the study but can
add to variability that will make it more difficult to detect
group differences.

1. First, some of these subjects may also meet criteria for
other psychiatric disorders as well (e.g., anxiety disor-
der, antisocial personality disorder). This is relatively
common in part because meeting criteria for one dis-
order increases the likelihood of meeting criteria for
another. Also, diagnoses are not that clean and distinct
for many disorders. (Co-morbidity is the term used to
refer to instances when an individual meets criteria for
two or more disorders.) So one course of variability is
the “other conditions” subjects bring.

2. Second, some of the depressed patients may be on
medication. (The word “some” gives chills to meth-
odologists because it means there is variability that
might have controlled.) Among the participants
on medications, the specific medication (there are
many), how well those medications are monitored
by a professional to ensure the dose is correct, and
how well patients follow or adhere to taking their
meds will vary as well. The diversity of these oth-
er treatments leads to increased variability (larger
standard deviation).

3. Third, we left out something really obvious—age. The
study might include anyone who is depressed and an
adult (e.g., let us say 18 to 65). Such a wide age range—
do we want that? Age differences this large can make
for a highly variable sample because of the many other
variables associated with age (e.g., psychological, bio-
logical). We do not need to specify them to note that
they are related to variability. In fact, statistically one
measure of variability is called the range, which of course
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is the highest minus the lowest value on a given measure.
Obviously 18-65 is a large age range, which means
more variability.

We could go on with other sources of variability. For
example, consider subject sex:

¢ Do we want males and females?

¢ What about gender identity?

¢ Do we include all?

e What about the type of depression?

¢ Do we want all people who meet some diagnostic cut-off
for depressive symptoms (e.g., unipolar, postpartum)?

¢ What if individuals are depressed for different rea-
sons (e.g., disability is a much greater source of
depression in the elderly, some of whom are in this
study)? And so on.

For all of the sources of variation I mentioned and for
these latter questions, there is no single and certainly no
correct answer. As one designs a study, the questions are:
what provides the best (optimal) test of my hypotheses and
what sources of variation can I control to provide the most
sensitive test that can detect differences if there are any?

Critical Thinking Question

Why is variability (in procedures, subjects, measures) a threat to
data-evaluation validity?

3.8.3: Variability in the Procedures

Variability in the procedures operates in the same way as a
threat to data-evaluation validity as did subject heterogeneity.
The effect is to increase the standard deviation in the ES
formula and possibly dilute, weaken, and make significant
differences between means more difficult to detect. It is more
subtle only because we think less about this type of variability
in comparison to variability in selecting subjects.

Ideally, the procedures will be held relatively con-
stant and so as to minimize variation in how all facets of
the study are implemented among subjects. Training
experimenters to administer the instructions, standard-
izing the materials presented to subjects, and standard-
izing the collection of assessment data can minimize
extraneous variation. Currently many studies are con-
ducted online where stimulus materials are presented
automatically. In addition, in many studies assessments
are completed online through survey methods or soft-
ware in which all measures are placed online and
answered by subjects from a computer. The standardiza-
tion in this way is useful, even though other problems
related to variability can arise. For example, if subjects

complete measures in their own homes on computer,
what else is going on in the home (dog barking, children
require care, and blaring rap music in the background)
that might vary among subjects and provide less than
consistent testing conditions. There is only so much one
can control. Yet variation in procedures as a threat to
validity encourages us as investigators to try. Rigor in the
execution of the procedures is not a methodological
nicety for the sake of appearance. Consistency in execu-
tion of the procedures has direct bearing on data-evalua-
tion validity. If variability is minimized, the likelihood of
detecting a true difference between the groups (e.g.,
experimental and control) is increased.

Variability of procedures can take another form, par-
ticularly in studies where interventions are evaluated.
Patient adherence to various conditions can introduce
biases that threaten experimental validity. For example, if
patients are asked to engage in specific behaviors as part
of a treatment program, some will and some will not,
depending on the demands made of them. At the end of
the treatment trial, there may be no differences among the
treatment conditions. This can be due to diffusion of treat-
ment (threat to internal validity). Essentially, no treatment
(not adhering to the intervention) diffused or penetrated
the varied conditions. Also, the variability in implementa-
tion of a given treatment (some carried it out great, others
mediocre, and others not at all) is a huge additional threat.
The variability is very likely to contribute to a no-difference
finding.

Does this ever occur, and is it really important?

Yes on both counts. For example, a study with more than
5,000 women in three African countries received one of
three treatments to prevent HIV infection (vaginal gel with
antiretroviral drug, a pill with that drug, and a pill combining
multiple drugs) (National Institutes of Health [NIH], 2013c).
There was a placebo group as well. All patients were coun-
seled how to carry out treatment and received free condoms
and ongoing counseling. Bottom line, many individuals in
the groups could not adhere to the intervention. There were
no group differences in rate of HIV infection that emerged.
The three treatment groups were no different from each
other or the placebo group. Adherence could be evaluated
by checking blood levels of the medication and leftover pills
and gel applicators. Poor adherence to the treatments was
low (80% in the groups). We do not know about the effec-
tiveness or differential effectiveness of treatment because of
adherence to the procedures.

There are many lessons from the example beyond vari-
ability of procedures. Treatment trials and then any exten-
sion to clinical practice need not only to develop effective
treatments but also to be assured that they can be and are
carried out.



3.8.4: Unreliability of the Measures

Reliability refers to the extent to which a measure assesses the
characteristic of interest in a consistent fashion.

This is a weighty topic we will take up again in the context
of assessment. For this chapter, we are concerned about
variability in the measure that might constitute a threat to
data-evaluation validity. In principle, this threat is similar
to subject heterogeneity and variation in procedures; if you
have learned one, you have learned them all in the sense
that each is about a source of variation (subjects, proce-
dures, measures) that might be better controlled in a study.

Variability in performance on a measure has many
sources. One source is the extent to which individuals actu-
ally vary on some characteristic of interest (e.g., conscien-
tiousness, warmth). That is not the facet of concern here.
Rather, we are concerned with features of the measure that
may foster error, inconsistency in responding, and hence
unnecessary variability. Performance on the measure may
vary widely from item to item within the measure because
items are not equally clear or consistent in what they meas-
ure and hence performance may vary widely from occa-
sion to occasion. To the extent that the measure is unreliable,
a greater portion of the subject’s score is due to unsystem-
atic and random variation.

Other variation not of interest for the moment is worth
distinguishing nevertheless. Performance is variable from
occasion to occasion as a function of mood, experience,
context, and many other unspecifiable influences. Thus,
even if performance on a measure is perfectly reliable
from internal analyses of the scale, as humans we are
likely to respond differently to it from one occasion to the
next because performance is multiply determined and on
any given day our score might well be a little different.
Even so, one wants to limit extra, unneeded, and unsys-
tematic variation from the measure. That can be facilitated
by using measures that are well studied and known
to be consistent in the characteristic(s) they measure.
Consistency of performance on the measure may be
reflected in many indices of reliability, and these vary as a
function of the goals of the measure and the study.
Measures that are not very reliable means they have more
error, which of course is reflected in the denominator of
the ES formula. In studies with relatively unreliable
measures, the obtained ES is likely to be lower than it
would be if more reliable measures were used. Selection of
poorly designed measures in which reliability and validity
are in doubt can threaten data-evaluation validity. As
unreliability of the measure increases (error), the likelihood
of detecting a statistically significant effect increases. Said
more blatantly, you tell your office mate, “My results on
that measure did not come out.” She says, “No wonder,
there is no evidence that the measure reliably assesses the
characteristic you care about.”
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It is useful to be wary in one’s own research or the
research of others about using measures that get at the
construct, that are home-made, that have no background
evidence in their behalf, and that are used in ways that
depart from the uses that have supporting data on the
validity of the scale (e.g., with a sample quite different
in age from the usual use, of a different ethnicity). More
generally, we need to ask at the beginning of the investiga-
tion, what is the evidence that the measure assesses the
construct of interest in this study (validity) and that the
measure does so reliably?

One reason investigators evaluate the reliability (e.g.,
internal consistency, test-retest correlation) of the measure
before the primary data analysis is to see the extent to
which they can be assured error was relatively small.
Another strategy is to use multiple measures of a construct,
check to see that in fact they are related (correlated), and
then to combine them statistically. This can be done by
placing all measures on a standard score (e.g., mean of 50,
standard deviation of 10) and then adding the scores
together. Combining multiple and related measures of a
given construct can provide a more stable estimate of the
characteristic of interest. From a power standpoint, this is a
useful strategy.

3.8.5: Restricted Range
of the Measures

When groups are compared in an experiment (experimen-
tal vs. control group) or observational study (person with a
specific characteristic or diagnosis vs. another type of per-
son), we are looking for group differences. When there
really are group differences, we might not be able to detect
them if the range of the measures is too restricted. Con-
sider the principle to convey the point and then a more
realistic example.

Let us say we want to compare adolescents who do or
who do not engage in self-injurious behavior (e.g., self-
cutting). We believe that these two groups will differ on some
cognitive task related to handling stress. We recruit subjects,
screen for self-injury, and measure them on cognitive distor-
tion about some topic (e.g., the likely impact of health foods
and exercise). As it turns out, there is no measure or what we
want to assess so we invent a scale of one item. The one item
is scored on a 3-point scale as displayed in Table 3.5.

Table 3.5: Hypothetical One-ltem Scale of the Impact
of Healthy Foods and Exercise

1 Healthy food/exercise do not really help people
2 Healthy food etc. help people a little
3 Healthy food etc. help a lot
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We administer the measure to our groups and find no
difference. (Leave aside for a moment that this would be a
methodological low if anyone did this in assessment—
a one-item measure with no established validity or
reliability.) One interpretation is that the groups really are
not different on the underlying construct. Another possi-
bility is a threat to data-evaluation validity, namely, the
restricted range. A measure with a total possible score of
3 might not spread out the groups sufficiently to show an
effect. Most of the people may actually fall into a score of
2 or 3. The restricted range here relates to the numerator of
the ES formula. The means of the groups had no place to
go to spread out (in range of possible scores), and it would
be very difficult to show a difference. The remedy is that
we want measures that can range from some low score to
some much higher score so that differences can be detected.

Investigators occasionally “throw in” a home-made
scale with one or a few items. Usually, there are three prob-
lems with such measures:

1. there are no validity data to know what those items
measure, no matter what they “seem” to measure;

2. there are no reliability data to suggest that whatever
is being measured is done with any consistency; and

3. the very restricted range (variation) of possible scores
may interfere with demonstrating group differences
when such differences exist in the underlying construct.

The first problem relates to construct validity (we do
not know what was really measured); the second and third
problems relate to data-evaluation validity (possible varia-
bility from a measure with low reliability and hence much
error, and restricted range of scores).

3.8.6: Errors in Data Recording,
Analysis, and Reporting

A threat to data-evaluation validity obviously would be
any facet that could contribute to inaccuracies of the data
and their presentation. Several kinds of problems are
included, such as making errors in recording or computing
the data, analyzing select portions of the data, and
fabricating or “fudging” the data. All errors potentially
make a difference; some are accidental or careless and
otherwise unintended (e.g., miscoding, or misreckoning of
variables, such as sex, ethnicity, or group condition). Other
errors are intentional (e.g., selective reporting of data,
fudging the data). Fudging the data in particular
completely rocks the pillars of science as an enterprise and
goes way beyond a mere “threat to validity.” We will take
up later intentional manipulation, alteration, and
misrepresentation of the data in detail, but note here the
obvious—conclusions from the data can be inaccurate for a
variety of reasons.

Unintentional errors in recording or calculating the
data include inaccurately perceiving what the subject has
done, arithmetic mistakes, errors in transposing data from
one format to another (e.g., questionnaires to data sheets or
computer files), and similar sources of distortion that can
be systematic or unsystematic as shown in Table 3.6.

Table 3.6: Error Types in Data Recording, Analysis,
and Reporting

Systematic
Errors

This error type means Systematic errors in the
that scores or character-  data may alter the affirma-
istics of the subjects were tive conclusions.
miscoded or recoded in

the same direction.

Unsystematic This error type means

Errors that errors were random
or showed no pattern.
Each type can serve as a
threat to data-evaluation
variability.

Unsystematic or random
errors in the data may
negate or obscure group
differences because the
errors add variability to
the data.

Evaluation of recording and arithmetic errors across sev-
eral studies has yielded low rates of error, usually hover-
ing below 1%. The heavy reliance on collection via the
Internet, laptops, tablets, and smartphones and comple-
tion of measures that are automatically scored and go into
a database can aid in reducing computational errors.

To be sure, there are obvious advantages in the use of
computers in scoring and checking data and computing or
transforming scores based on operations that previously
would be completed by calculator or by hand. The main
advantage is evident when subjects respond directly on a
computer or related device (e.g., keyboard, touch screen,
tablet, smartphone) and the data are automatically scored
and entered on a spread sheet or database. Intervening
steps (e.g., scoring the data, entering the data) are reduced
or eliminated, along with the opportunity for errors. That
said, research is clear here too. The use of laptops or hand-
held devices to collect data has their own sources of error.
In a review of studies using these devices, data recording
errors were less than 1% of the data recorded (Haller,
Haller, Courvoisier, & Lovis, 2009). This seems small and
perhaps we should not worry. Yet we should worry for a
couple of reasons.

First, I have only mentioned one type of data error in
the above example, namely in recording or coding data.
There are other types of errors. For example, a review of
281 articles in psychology journals revealed that 18% of the
statistical tests were incorrectly reported, and 15% of arti-
cles included at least one statistical conclusion that on
recalculation proved to be incorrect (i.e., went from statisti-
cally significant to nonsignificant or vice versa) (Bakker &
Wicherts, 2011). The point here is that there are multiple
opportunities for error in data recording, analysis, and



reporting. Their cumulative impact is unknown, but we
already know from the study just cited that the impact of
one of these can be huge.

Second, I distinguished intentional and unintentional
errors in managing of the data, but it is useful to ignore
that distinction for a moment. Errors in data recording and
reporting more often than not tend to be in the direction of
the investigator’s hypotheses. This clearly includes a sys-
tematic and directional bias in interpreting results from a
study. Thus, the motivation of the investigator (intended or
unintended) is not really the point. Errors that appear to be
careless or random more often than not are in the direction
(support) of the investigator’s hypothesis. This not only
could be fudging but also could be selective inattention to
data problems if the data seem to support what was expected.

Other data analyses threats stem from biased selection
on the part of the investigator of those data that should be
analyzed or reported. In most studies in clinical psychol-
ogy, multiple measures are used. These may be different
ways of measuring the same construct (e.g., self-report,
interview ratings of depression) as well as measures of dif-
ferent constructs (e.g., stress, symptoms of trauma, love of
methodology). When the study is completed, the investiga-
tor begins the analyses and may find that findings did not
“come out” on key measures. That is, the differences were
not significant. The investigator may selectively report the
results. This can take different forms. First the measures
that did not yield significant results may now just be
dropped from the study. That is, they will not be reported.
Second, what was the primary or main measure of the
study may be shifted in light of a look at the statistical anal-
yses. The researcher replaces the original outcome measure
with the one or ones that came out to be significant. It is
difficult to tell how pervasive such practices are, but there
are some data. In one study, planned projects were com-
pared with published reports (Chan, Hrébjartsson, Haahr,
Gotzsche, & Altman, 2004). The surprising finding; 62% of
the 122 studies examined either changed, introduced, or
omitted measures. A small subsample of investigators was
surveyed, and 86% of the responders (42/49) denied that
there were unreported outcomes in their studies despite
evidence to the contrary. Other reviewing research has
found similar findings with investigators changing, intro-
ducing, or omitting measures and selectively reporting
significant results (Dwan et al., 2008).

Needless to say, a reader of a given study may not
have any idea what the original planned set of measures
included, how many were added or dropped, and as part
of this how many statistical tests were done to find those
that were significant. Selective reporting is a threat to data-
evaluation validity because the findings might be seen as
very different if all of the data were presented and if the
final analyses remained true to the original predictions by
keeping the main variables as the main variables.
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The problem of omitting data usually rests with the
investigator but not always. On more than one occasion, I
have been asked by editors to omit measures and data
analyses from a manuscript before it is published in the
journal. The nonsignificant findings for a set of measures
were not interesting or informative and would take up
journal space. Whatever the source, the implication is clear,
selective use and reporting of data distort the conclusions
that would otherwise be drawn.

The selective reporting of data and data analyses raises
a broader issue. Many experiments are completed and
yield findings that are not statistically significant. We know
not only from common sense but also from evaluations of
research that studies with significant effects are more likely
to be published and when comparisons are made between
published and nonpublished studies, the effects that were
obtained are larger for the published studies (Hopewell,
McDonald, Clarke, & Egger, 2007). In short, there is an
unpublished literature and that cannot be neglected. Selec-
tive reporting (publication) of findings can have enormous
consequences. In the extreme, this is obvious—we have
200 unpublished studies that did not find very much and
2 published studies that had strong effects.

The results of experiments with findings that are not
statistically significant are much less likely to be reported
than those that attain statistical significance (e.g., Chan &
Altman, 2005; Chan et al., 2004). The studies that are not
reported are so to speak allocated to a file drawer, if they
are written up at all.

The file drawer problem (Rosenthal, 1979), as this is some-
times called, refers to the possibility that the published
studies represent a biased sample of all studies that have
been completed for a given hypothesis.

Those that are published may be the ones that obtained
statistical significance, i.e., 5% at the p < .05 level. There may
be many more studies, the other 95%, that did not attain
significance (Francis, 2012; Pautasso, 2010). The file-drawer
problem is a concern across diverse areas of natural, bio-
logical, and social sciences as well as research in business
and industry. Among the issues is the failure to replicate
studies because those that are published do not represent
the findings usually obtained. A related issue is overestima-
tion of ESs in meta-analyses because the small or minute
sizes are never published. These issues are not a methodo-
logical nuance—significant medical findings, for example,
may not be replicable because of the publication bias sug-
gesting there is a real effect but because of selecting studies
that show that effect (Bakker, van Dijk, Wicherts, 2012).

Methods can be used to estimate how many studies
with no-difference findings would be needed to place rea-
sonable doubt on a finding that has attained significance
(see Rosenthal, 1984; Scargle, 2000). Thus, the bias can be
addressed. For present purposes, the broader point is
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critical, namely, findings must be viewed in a broader con-
text of other findings and other studies that attempt to rep-
licate the research. Publication of findings that did not
support a hypothesis and that did not show statistically
significant effects is unusually difficult unless the negative
result addresses a critical issue, shows an exception that
has theoretical implications, or provides an intriguing
exception.

3.8.7: Multiple Comparisons
and Error Rates

Not all of the threats to data-evaluation validity pertain to
variability. Statistical evaluation of the results can be hin-
dered by other problems that directly influence whether
the investigator concludes that groups differed. In an
investigation, many different measures are likely to be
used to evaluate the impact of the experimental manipula-
tion. For example, in a treatment study, the clients, clini-
cian, and perhaps relatives of the client are likely to
complete a few measures (e.g., depression, symptoms in
diverse areas, impairment, and quality of life). At the end
of the investigation, experimental and control conditions
will be compared statistically on each of the measures.

There are separate but interrelated problems that
reflect a threat to data-evaluation validity. The main prob-
lem to note at this point pertains to the number of statisti-
cal tests that will be completed. The more tests that are
performed, the more likely that the difference will be
found, even if there are no true differences between condi-
tions. Thus, the investigator may conclude mistakenly that
there is a difference between groups and a true effect of the
intervention (Type I error). The possibility of this occurring
is evident in any experiment. The risk of such an error
(Type I error) is specified by alpha or the probability level
that is used as a criterion for statistical significance. Yet this
risk and its probability level apply to an individual test.
When there are multiple comparisons, alpha is greater than
.05 depending on the number of tests. The risk across sev-
eral statistical tests, sometimes referred to as experiment-
wise error rate, is much greater. The number of tests within a
study can lead to misleading conclusions about group
differences.

The misleading conclusion is a threat to data-evaluation
validity. The threat can be exacerbated when investigators
conduct scores of tests with varied permutations of the data
(e.g., omitting items or subscales of a measure; combining
some groups and omitting analyses of some complete meas-
ures altogether). If all of the analyses are not reported, the
reader has no idea of the extent to which the statistically sig-
nificant results that are reported could be due to chance
(Simmons, Nelson, & Simonsohn, 2011). At this point, it is
useful to note that multiple statistical tests serve as a threat
to data evaluation.

3.8.8: Misreading or Misinterpreting
the Data Analyses

I am hesitant to include this final threat because it will not
be credible or look silly. Yet, after all that has been done to
design a study, get approval from an Institutional Review
Board that reviews the proposal before a study is con-
ducted, recruit and run subjects, the data analyses were
done, and what more could happen? This is the last threat
to any kind of validity, so let us go so far as to say a won-
derful study was done that addressed all threats that have
been invented and a couple that have not been. There is
now a new threat, namely, the authors’ misreading or mis-
interpretation of their own data analyses. Why is this a
threat? Well because the conclusions the authors reach are
not the ones to which they are entitled from the data analy-
ses. You might think this could never happen.

Consider a study that compares two groups (experimen-
tal manipulation and no manipulation control group). Each
group receives a pretest and a posttest with the manipulation
sandwiched in the middle. At the end of the study, within-
group or correlated ¢ tests are performed. That is, a ¢ test is
run to see if the experimental group changed from pre to
post. Lo and behold participants in that group did change (p
< .05). We run that same test for the control group, and they
did not change from pre to post (p < .20). Now the author
concludes that the effect of the manipulation was larger than
that of the control procedure and that the conditions are dif-
ferent. It sounds so compelling, but it is a misread of the data.
The comparison of primary interest is the comparison of the
two groups at post (using repeated measures or analysis of
covariance to take into account the pretest). If this is done in
an analysis of variance, there would be a Time effect (are
both groups any different at pre and post?), a Group effect
(are the groups different when summing across pre and
post?), and the Time X Group interaction (was one group sig-
nificantly different from the other at one of the time periods
[post]?). The interaction is the test that is needed. Authors
making conclusions based on one group changing signifi-
cantly and the other not without a direct comparison is a
misread of what those analyses can yield. If the groups are
not different from each other at post and with a between-
group comparison, one is not entitled to include they are dif-
ferent. The problems have been stated so well by other
authors who make the following recommendation, “ . . .
when making a comparison between two effects, researchers
should report the statistical significance of their difference
rather than the difference between their significance levels”
(Nieuwenhuis, Forstmann, & Wagenmakers, 2011, p. 1105).

How pervasive could this problem be (and is it just in
very low-grade journals where | publish my work)?

Apparently not. A review of over 500 articles on behavioral,
systems, and cognitive neuroscience from arguably the



top-ranked journals (Science, Nature, Nature Neuroscience,
Neuron, and The Journal of Neuroscience) found that when
the above circumstance (comparisons) were relevant, 78
articles used the correct procedure and 79 used the incorrect
procedure (Nieuwenhuis et al., 2011). The authors did a
smaller scale replication in a slightly different area of research
and found the problem to be even worse. All told, their work
covered diverse studies (e.g., when researchers compared
the effects of a pharmacological agent vs. placebo; patients
Vs. controls; one vs. another task condition, brain area or time
point; genetically modified vs. wild-type animals; younger vs.
older participants). This is one type of statistical issue but
enough to be on an alert. Investigators can misinterpret the
data analyses and the conclusions they reach. This can
misguide readers who may not look closely to see if the
proper comparisons were made to justify the conclusion.
There is another data misinterpretation that can mis-
lead. In studies of treatment (psychotherapy, medication,
counseling), researchers often compute ESs to complement
tests of statistical significance, a practice to be used rou-
tinely. The misreading of the data is to interpret ES (magni-
tude of effect) as a clinically significant effect, i.e., one that
makes a difference. A larger ES has no necessary relation to
the impact of an intervention on patients in any way that is
important to them. We shall take this up separately because
the confusion is a common form of data misinterpretation.

3.9: Managing Threats to
Data-Evaluation Validity

3.9 Explain the importance of threats to data-
evaluation validity in the planning stage

Again, the first step in managing the threats we discussed
is to explicitly check the list of threats at the outset when
planning a study. It is likely that many of these will be rel-
evant. Low statistical power is likely to be a problem if not
attended to directly. It is very easy to check the power of a
study before running it.

Statistical power of an experiment is a function of the crite-
rion for statistical significance (alpha), the size of the sam-
ple (N), and the differences that exist between groups (ES).

One can be precise in estimating the sample size one
needs to detect a particular level of effect. There are many
ways to increase power, and we will take up each of them
with concrete recommendations later in the text. At this
point, the key issue to remember is that low statistical
power often is a threat to data-evaluation validity and
more often than not studies are underpowered. By defini-
tion that means that if there were an effect of the experi-
mental manipulation (i.e., a real effect in the world), it is
unlikely it would be detected in the study.
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Subject heterogeneity as a threat to data-evaluation
validity focuses on including a broad range of individuals
with many diverse characteristics in a study when that is
not the purpose. In studies of populations, as in epidemiol-
ogy and public health, and in longitudinal studies in
psychology, sampling individuals from birth through
adulthood, capturing a representative sample of the popu-
lation or all subjects within a particular time frame are
important. Yet, the vast majority of experiments in psy-
chology, counseling, and education do not seek representa-
tive samples. In any given study, heterogeneity of the
sample can mean increased variability and difficulty in
demonstrating an effect.

Strategies to manage this threat begin with selecting
a homogeneous sample. Homogeneity is a matter of
degree. One might wish to limit the age range, type of
clinical problem, educational level, and other variables
within some reasonable boundaries. Ideally, the decision
of what variables to consider and how to limit the varia-
tion in the sample is based on theory or research on the
effects of these and related variables on the measures of
interest. If in doubt, one might select a relatively homo-
geneous set of subjects as a conservative way of address-
ing this threat.

A second way to manage subject heterogeneity is to
choose heterogeneous samples on purpose but to ensure
that the impact or effect of selected subject characteristics
can be evaluated statistically in the design. For example,
if subjects are recruited for a given psychiatric disorder
but some also have other disorders, Co-morbidity could
be taken into account in the data analyses by evaluating
the effects of treatment separately for cases with and
without a co-morbid disorder. More than one variable
may be analyzed in this way if it makes sense to do so on
conceptual grounds. For example, the data can be
analyzed by including subjects of different ages and
presence of a co-morbid disorder. In the data analysis,
the effects of age (above vs. below the median) and
depression (with and without a co-morbid disorder) are
included as separate variables (in an analysis of variance
or regression analysis). When these factors are analyzed
as separate effects, they no longer become within-group
or error variance and do not serve to increase the
denominator in evaluating treatment differences. For
example, in analyses of variance the influence of
Co-morbidity (some individuals meet criteria for other
disorders but others do not) and all of the other potential
sources of variability are in the error term when the F test
is computed to see if treatment versus control groups (or
whatever other groups were included) are different. That
means the extraneous variation due to Co-morbidity is in
the denominator. By making Co-morbidity a variable in
the study (condition [treatment vs. no treatment] X
Co-morbidity [yes vs. no co-morbid diagnosis]), this
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takes the variability out of the denominator and makes
for a more sensitive and powerful test.

In principle and practice, it is possible to analyze the
data to death to explore an indefinite set of characteristics
that might contribute to the results. Psychological studies
typically have too fewer subjects to analyze too many fac-
tors, and such fishing expeditions have other problems
(increase in the likelihood of chance findings). If a hetero-
geneous sample is selected, it is useful to begin the study
with specific hypotheses about the sub-analyses that will
be completed to ensure that these sub-analyses can be
conducted with adequate power.

Variability in the procedures can be managed by tight-
ening up the study and how all facets are executed. Poten-
tial sources of variation in an experiment include the
instructions and experimental material or procedures to
which subjects are exposed.

Variability comes from imprecision in the script or proto-
col that the experimenter should follow in the experi-
ment. The script refers to the specific activities, tasks, and
instructions that the experimenter administers.

Depending upon the investigation, this may entail
delivering a rationale, providing a brief interview, answer-
ing questions, assisting the subject, and performing a task or
implementing the experimental manipulation. The experi-
menter’s script must be well specified by the investigator.

Failure to specify in detail the rationale, script, and activities of
the experimenter has been referred to as the loose protocol effect
(Barber, 1976; Mitchell & Jolley, 2012).

Several problems may result from failing to specify
how the experimenter should behave.

1. First, the lack of specificity of the procedures means
that the investigator does not know what actually was
done with the subjects and hence cannot convey the
procedures to other investigators. The study cannot be
repeated either by the original investigator or by oth-
ers because of the lack of important details.

2. Second is the prospect of inconsistency among differ-
ent experimenters when two or more experimenters
are used to run the experiment. The procedures may
vary systematically from experimenter to experi-
menter in terms of what is said to the subject, the gen-
eral atmosphere that is provided, and other features.

This variation in experimenter behavior is more likely
when details of implementing the procedures are not well
specified. Inconsistencies among experimenters may read-
ily obscure the effects of an independent variable. When
the experimenters perform differently, this introduces
extraneous variability that can dilute the ES.

Standardizing the rationales, procedures, and experi-
menter’s script is a matter of degree. And one ought to

decide whether any procedural influence might be better
controlled. For example, the study may include running
subjects through a scanner (e.g., functional magnetic reso-
nance imaging [fMRI]) as an experimental task is pre-
sented. The task and fMRI procedures may be standardized.
Yet, could it make a difference what is said to the subject as
they spend 2 minutes walking to the scanner or preparing
the subject for the actual procedures? The experimenter
may vary in topics and emotional tone of those topics or
vary in how they are handling reassurance if the subject is
concerned. The first question is whether any of this interac-
tion could add error. If so, tighten the protocol to specify
what is said, what is not said, and then check to be sure
that this is executed correctly.

To ensure that the experimental procedures are con-
ducted in a consistent fashion, the procedures should be
explicit and standardized for the experimenters. For labo-
ratory research, and in varying degrees in applied research,
many aspects of the procedures can be automated or
recorded in advance. Audio or visual recordings of instruc-
tions to the subjects, laptop presentation of instructions,
tasks, and other material can ensure standardization. When
these options are unavailable or seem undesirable by
virtue of the goals of the study, the statements to be made
by the experimenters may be spelled out verbatim or with
strong guidelines. Detailed specification of the rationale or
instructions guarantees a certain amount of consistency.
Experimenters may vary some of the words used and
introduce their own statements, but these do not necessar-
ily compete with the overall consistency of the script.

Another recommendation is to train experimenters
together. During training, experimenters can practice
conducting the experiment on each other or the investiga-
tor as subjects to see how the procedures are to be per-
formed. By having experimenters practice and receive
feedback together, relatively homogeneous behavior dur-
ing the actual experiment is more readily assured.

Homogeneity in performance can be sustained by con-
ducting training sessions periodically with all experiment-
ers as a group while the experiment is actually being run.
One procedure to examine and sustain consistency of per-
formance among experimenters is to include “subjects” in
the study who are working for the investigator. These sub-
jects, referred to confederates, enter the study as if they were
completing the experiment. However, their task is to dis-
cuss with the investigator what was done, how it was done,
and so on after they participate in the experiment. In my
own work, occasionally I have utilized as confederates per-
sons who know the procedures well because of their prior
work as experimenters. Perhaps the most useful facet of the
procedure is to tell experimenters at the beginning of the
project that individuals will be coming through the experi-
ment as subjects. These confederates are unannounced, of



course, and interspersed with other subjects. Probably, the
most interesting aspect of this procedure is that it may
increase vigilance of the experimenters, as they ponder who
is working as a confederate and remain especially careful in
adhering to the experimental script.

Finally, experimenters ought to be encouraged to
report sessions in which they have deviated from the
script. Experimenters should not be expected to perform
consistently beyond a certain point and to be entirely free
from error. For example, subjects may be run in a condition
other than the one to which they were assigned, receive a
portion of some other condition, or through some unusual
event receive a diffuse or interrupted version of their con-
dition. Ideally, the investigator establishes a climate where
high standards of performance are expected yet errors are
readily acknowledged and reported to serve the goals of
the research, namely, to provide a meticulous test of the
hypotheses. Encouraging experimenters to report instances
where they inadvertently deviated from the script or were
forced to deviate by virtue of the subject’s behavior will
help the investigator monitor the sorts of inconsistencies
that transpire. Gross deviations from the procedures may
require excluding subjects from data analysis.

In some studies, it may be difficult to standardize too
rigidly what experimenters do. For example, in interven-
tions studies (e.g., treatment, prevention, education), mul-
tiple sessions may be provided over time (e.g., weeks,
months). Opportunities for loose protocols that increase
variability (data evaluation threat) and diffusion of treat-
ment (internal validity threat) are huge. Manuals are often
written to dictate what the intervention is, how it is to be
conducted, on a session by session basis. Then the fidelity
of implementation (treatment integrity) is evaluated, a
topic that we will return. Even so flexibility may be essen-
tial in response to individual clients and their special situa-
tions during the course of treatment.

Managing data-evaluation threats related to measure-
ment involved two issues. The first was unreliability of the
measures. Not too much to say here except to have a strong
rationale for why a particular measure is used and then
data from prior studies or within the study one is conduct-
ing to suggest that in fact this was a reliable measure with
minimal error. The second one was using measures with
established validity. If a measure is not available, some
facet of measurement validation ought to be reported
within the study in which the measure is first used. Meas-
ures of one or a few items are occasionally introduced in
research in which the investigator makes up the items to
assess a construct of interest. The immediate concern is
that rarely is the validity of these established, so what they
really measure can be challenged, no matter how intuitive
the items seems. For example, how much do you love your
uncle might measure love of an uncle but might just as
well measure social desirable responding because of the
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reactivity of the situation. Related to measures with just a
few items was the restricted range of scores that are possi-
ble. Restricted ranges can limit the ability to show an effect
when there might be one. Measures of just a few items can
make this problem more likely.

Errors in data recording, analysis, and reporting are
weighty threats. The recommendations for managing vari-
ous biases that may enter into the data vary greatly
depending upon the precise source of error. Mis-recording
and miscalculating the data are relatively easily controlled,
although they may be difficult to eliminate entirely in very
large databases. Obviously, individuals who record the
data should be kept uninformed of the experimental condi-
tions so that the possibility of directional (biased) errors in
favor of the hypotheses is removed. Scoring and entry of
the data can include a variety of steps that may vary as a
function of the nature of the data, such as whether the
dependent measures (e.g., questionnaires) are scored by
hand or by computer, whether data are entered directly
from scored forms or are first entered on to data sheets,
and others.

Whenever possible, it is preferable to have subjects enter
their responses directly on a computer (tablet, keyboard,
touch screen, smartphone). The goal is to streamline data
collection so that entry by the participant can go directly
into a database without research assistants or others
involved in data recording or entry.

Errors still can occur. Participants still misread items
and indicate their responses incorrectly; software codes to
score a given variable may be not quite correct.

It is important to build into the study procedures to
check the data closely before analyses.

¢ If errors are possible (e.g., tapes are scored and the
data entered) and human observers or recorders are
involved, double score the data, check discrepancies
between observers, and check data entry to make sure
that every number has been entered correctly.

e Also check the numbers for each dependent measure
to look at the obvious.

¢ Do the data show the correct number of subjects in
each condition, on each assessment occasion, for each
measure?

¢ Does the range of scores for each of the measure reflect
legitimate scores?

¢ The measure may have a maximum score of 100, but the
range could show that one subject has a score of 200.

e Are there individuals (outliers) whose scores are 2 or
3 standard deviations above or below the mean?

e [s this accurate or a data error?

Compulsive checking may be time-consuming, but it
involves a relatively small cost considering the amount of
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time that goes into the planning and implementation of the
experiment.

If all of the data cannot be checked, certainly a gener-
ous proportion from all conditions should be randomly
sampled to provide an idea of whether errors occurred and
what their influence on the results might be. Checking is
important for the obvious reason of detecting and correct-
ing errors. Perhaps as well the checking conveys to all
those involved in the research process the importance in
accuracy and integrity of the data.

Selective reporting of data and fudging (two practices
related to data-evaluation validity) require much further
discussion in terms of both the nature of the problems and
the range of remedies to manage them. The matter of alter-
ing the primary measure or dropping measures from the
study in light the results of the statistical analyses has a par-
tial remedy (Chan et al., 2004). When clinical trials are com-
paring alternative interventions or an intervention against a
control group, funding agencies (e.g., National Institutes of
Health), organizations (e.g., World Health Organization),
and a consortium of journal editors (the International
Committee of Medical Journal Editors) require individuals
to register their clinical trials in advance of the study. Investi-
gators complete information to convey exactly what the
measures are, what the primary measures will be, and how
the measures will be examined (see DeAngelis et al., 2005;
Laine et al., 2007). And the material is in the public domain.
This is an excellent strategy. ClinicalTrials.gov in the United
States is the largest clinical trials database, and over 190,000
studies have been registered, encompassing all 50 states in
the United States and 190 countries (http://clinicaltrials.
gov/). In principle this is excellent as a strategy and one
hopes the practice will grow. The issue to keep in mind is
that a vast majority of research is not funded at all and does
not consist of clinical trials. Yet protecting against selective
reporting is important to all kinds of research. The current
registry system misses most research studies but might set a
standard that is adopted more universally.

The problems of selective reporting go well beyond a
threat to data-evaluation validity. They raise issues about
training of researchers and inculcating the goals of science
and the responsibilities of investigators. (We will take up
these reporting issues again in a later discussion of scien-
tific integrity and responsibilities of investigators.) Pre-
sumably, instructing investigators about the need to plan
analyses in advance, conveying their responsibilities in the
reporting of data and their analyses, and noting the conse-
quences of selectively reporting data may help. Yet as I
mentioned, publication biases and occasional editorial
practices foster selective reporting. Probably one of the
best checks is to replicate work that has been reported. This
not only addresses the veridical nature of the findings but
serves many other functions in the accumulation of scien-
tific knowledge.

3.9.1: General Comments

As obvious from the discussion, several features of the
data evaluation can interfere with drawing valid conclu-
sions. The threats related to data evaluation often serve as
the tacit downfall of an experiment. Well-controlled experi-
ments that test well-conceived ideas often have weak
powet, a topic we shall take up further. Perhaps even more
pervasive is the hidden variability that can emerge in all
facets of experimentation and can obscure differences
between conditions.

The notion of experimental control, when first intro-
duced into the discussion of research, is usually raised in
the context of control groups and threats to internal valid-
ity. However, a deeper understanding of the notion of
control stems in part from its relation to data-evaluation
validity. The control and evaluation of variability in
research, to the extent possible, are critical. The initial ques-
tion of interest in designing a study is likely to be: Are the
groups or conditions different on the dependent measures?
The next question is “if there is a difference, will this study
be able to detect it?” This latter question raises concerns
over data-evaluation validity.

Whether a difference can be detected is influenced by
several features of the design (e.g., sample size subject
selection) and procedures (e.g., implementation of the
intervention, training of the experimenters). Many facets of
research including recruitment of subjects, preparation and
delivery of experimental instructions, and methods of scor-
ing and checking data all become potential sources of
uncontrolled variation and can introduce ambiguity into
the results. Error and sloppiness each has its own conse-
quences (as my dissertation committee was overly fond of
stating), but they unite in a final common pathway of
increased within-group variability. This variability dilutes
the obtained ES and diminishes the likelihood of statistical
significance when there is a real effect to detect.

We have discussed variability and variation as if it were
the enemy. There is some sense in which this might be true,
but great care is needed in making this point. The goal of our
research is not to eliminate variability but rather to under-
stand it, so it is not quite a coincidence that a basic statistical
test that is taught is called “analysis of variance.” Conceptu-
ally, analysis means we wish to elaborate the full range of
factors that influence affect, cognitions, behavior, neurologi-
cal processes, and domains of interest. These factors include
our experimental manipulations interventions (e.g., a new
prevention program), those interventions of “nature” not
under our experimental control (e.g., childhood experiences,
past and present stress, and in general any historical and
maturational influence), and individual differences (e.g.,
temperament, genetic predisposition, and personality style).
When any one or more of these serve as the focus of our
study, we need to control other sources of variation because
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the source of variation that is of interest in our study may be
obscured by allowing free fluctuation of all other sources of
variation. Research design, various methodological prac-
tices, and statistical evaluation are tools to help separate and
evaluate these different sources of variation.

One cannot underscore enough the importance of care
in conducting a study (e.g., to ensure subjects received the
conditions to which they were assigned and correctly and
that experimenters or materials presented to the subject
render the conditions faithfully). Data recording, analysis,
and reporting are part of this. Reaching valid conclusions
can be undermined in many ways. The quality of a study
entails the entire process from a good idea through the
complete write-up and reporting.

3.10: Experimental
Precision

3.10 Identify ways to address the problems faced
during experiments to obtain the best outcome

We have covered internal, external, construct, and data-
evaluation validity. At the design stage, all of the threats to
validity ought to be considered. The summary tables in the
chapter for each type of validity serve as a checklist of meth-
odological basics to address at the design stage. Not all of the
problems that can interfere with valid inferences can be pre-
dicted or controlled in advance (e.g., loss of subjects over
time). However, most can be addressed in planning the exper-
iment and its execution. Also, even those that cannot be
resolved in advance are worth considering at the design stage.

3.10.1;: Trade-Offs and Priorities

Addressing each type of validity and all of the constituent
threats each encompasses is not possible in a given study.
The reason is that addressing one type of validity often
compromises another type of validity. That is why deci-
sions in designing a study may involve trade-offs where
priority of the investigator determines where the emphasis
and methodological controls ought to be.

Perhaps the easiest example to convey potential trade-
offs can draw on subject heterogeneity, which was discussed
as potential threat to data-evaluation validity. The more het-
erogeneous the sample, the greater the variability—that is
by definition. So let us say we want to study individuals
with bipolar disorder and to see how they are different from
individuals without the disorder. Just focus on the patient
group for a moment. Do we accept all individuals with that
disorder into our study—any age, individuals who also
have other psychiatric diagnoses, individuals undergoing
any treatment, and so on? There is no single or correct
answer. We merely need to remain alert to the fact that the
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less restrictive we are, the more variability in the sample we
are allowing. The more variability we are allowing, the less
likely we may be to demonstrate an effect. Recall the ES for-
mula and the comments about large denominators. The
trade-off is clear. For data-evaluation validity concerns (and
statistical analyses), we lean toward selecting a homogenous
sample and therefore specifying criteria (inclusion and
exclusion) as to whom we allow in the study:.

On the other hand, we might like our research to have
broad external validity and apply to all or at least most
patients with bipolar disorder. Yet, our screening and
inclusion criteria made our sample very homogenous and
fairly unrepresentative of all individuals with bipolar dis-
order who often have all those other conditions we used to
exclude subjects. So what to do: restrict the sample and
possibly sacrifice generality of the findings to the larger
population or leave the selection criteria wide open to get
a sample very likely to reflect all bipolar patients. When in
doubt, err on the side of more homogeneous. The reason:
the first task is to provide a strong test of your hypotheses
and from the perspective of data-evaluation validity, err
on the side of less error variability due to measurement,
subject differences, sloppiness, and so on. If the hypothe-
ses are supported, then extend to other samples, settings,
and conditions.

The feature to like about methodology is that often
many options are available to address threats or specific
problems. For example, specific threats or potential problems
can be addressed in the design (e.g., selection of control
groups), assessment (e.g., add measures that might address
a problem such as beliefs, expectations of experimenters,
assessment of treatment integrity), and data analyses (e.g.,
controlling influences statistically). Consider an example,
where the authors wanted to study a heterogeneous sample
(large variability) but wanted to “control” the variability
and possible confounding factors that might be associated
with that sample. The goal of this study was to evaluate
whether having a diagnosable psychiatric disorder and
having colds were related (Adam, Meinlschmidt, & Lieb,
2013). This is a reasonable query in light of enormous
evidence showing strong connections between mental and
physical illness, how they often go together, and how they
affect each other. For example, harsh early environments for
children (e.g., exposure to enduring stress, violence) can
alter their immune system in permanent ways and lead to
poor health outcomes (e.g., greater rates of serious physical
disease and earlier than expected death in adulthood) (Krug
et al., 2002; Miller & Chen, 2010).

The main finding could be due to all sorts of other
influences (constructs). The investigators were concerned
about construct validity, i.e., trying to show it was psychi-
atric disorder that was related to colds and not some other
factor associated with that. They also wanted to reduce the
variability (subject heterogeneity) by controlling subject
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characteristics statistically. Four sources of heterogeneity
that might well relate to mental or physical health were
assessed (age, gender, and marital and socioeconomic sta-
tus) and controlled statistically (using each as a covariate
to evaluate and remove the impact statistically). This is
equivalent to removing the variables from the error term
and controlling their impact. So here is a case in which
a heterogeneous sample is fine but the authors were sensi-
tive to the problem that without controls a highly variable
sample might produce mixed or unclear effects. The results
indicated that the relationship between psychiatric diagno-
sis and colds remained once these other variables were
controlled. Does the study answer all questions (e.g.,
related to construct validity)? No study can do that, and
many variables that were not assessed might explain the
relation. Yet that is for future research to resolve.

It is useful to consider all threats to validity before a
study is designed. Many will be easily dismissed because
of the design (e.g., random assignment, use of comparison
or control groups). The task is to consider each potential
threat, identify those likely to interfere with drawing valid
conclusions, and plan on how those can be addressed.
Managing the threats is the goal, and that often can be
accomplished in many ways, including who will serve as
subjects, how many will serve, and how the data will be
analyzed. Each of these is for consideration at the early
design stage.

In any case in the study, the investigators wanted a
large sample representative of individuals from a large
community. Representative sample means that this is a
maximally heterogeneous sample (age, education, various
psychiatric, and possibly physical disorders) with variabil-
ity (subject heterogeneity) that is large. A fairly large (for
psychology) sample of adults (N = 4,022, 18 to 65 years of
age) was selected that represented the community. Assess-
ments were made of common colds in the past 12 months
(self-report) and psychiatric diagnoses (anxiety, psychoses,
substance abuse or dependence, mood) also were assessed.
Specific diagnoses were evaluated, but the overall results
can be conveyed here to underscore the main point. The
presence of a psychiatric disorder was associated with a
44% higher risk of having experienced a cold within the
past 12 months. That is psychiatric disorder, and colds
were indeed related.

3.10.2: Holding Constant Versus
Controlling Sources of Variation

Threats to internal validity generally can be ruled out or
made implausible as rival hypotheses by allocating subjects
randomly to conditions and controlling potential sources of
bias (e.g., instrumentation, attrition) that might arise during
the experiment. Yet, in designing experiments, researchers
usually are interested in more than ruling out threats to

internal validity; they also are interested in providing the
most sensitive test of the independent variable possible.
Maximizing the likelihood of detecting the relationship
raises issues of data-evaluation validity. The investigator
wishes to minimize extraneous influences and sources of
variation in how subjects respond in the experiment.

Increased precision is achieved by holding constant the
potential sources of influence on subjects” behavior other
than the independent variable. Conditions are held
constant if they are identical or very close to that across
subjects and experimental conditions. Of course, one
cannot realistically expect to implement an experiment
in which all conditions are the same except for the
independent variable. To cite an obvious problem, all
subjects in the study vary because of their differences
in genetic make-up, childhood experiences, physical
capabilities, intelligence, age, ethnic background, and
familiarity with research. Each factor and many others
introduce some variation into the experiment in terms of
how subjects respond to the intervention.

The manner in which the independent variable is
implemented may introduce extraneous variation into the
experiment. Ideally, the conditions of administration
among subjects within a given condition would not vary at
all. Some features of the experimental manipulation might
be held constant such as administering instructions or
showing materials to the subjects by computers that will
not vary. If an experimenter interacts with the subjects, this
interaction may vary slightly across different subjects; if
several experimenters are used in the study, even greater
variation may be introduced. Other extraneous factors of
the experiment such as the time of the day, weather, and
how the independent variable is implemented all may con-
tribute to sources of variation. These factors can be con-
trolled by letting them vary unsystematically across groups.

Control is achieved by dispersing these factors equally
across groups by assigning subjects randomly to groups
and by running subjects in each condition over the course
of the experiment (instead of running all subjects in the
experimental condition in the first half of the study and
then all subjects in the control condition in the second half
of the study). These and other practices eliminate the bias
such influences might exert. However, these factors can be
held constant, which may even be better from the stand-
point of demonstrating the relationship between the inde-
pendent and dependent variables. By reducing or removing
sources of variation, a more sensitive (powerful) test of the
independent variable is provided.

Critical Thinking Question

In a study, what is the difference between controlling a variable
versus holding that variable constant?
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Summary and Conclusions: Construct and Data-Evaluation

Validity

Construct validity pertains to interpreting the basis for the
causal relation between the independent variable (e.g.,
experimental manipulation, intervention) and the depend-
ent variable (e.g., performance on the measures, outcomes).
The investigator may conclude that the experimental manip-
ulation was responsible for group differences, but the study
may not permit this conclusion because other factors embed-
ded in the manipulation alone or in combination with the
manipulation might account for the findings. Factors that
may interfere with or obscure valid inferences about the rea-
son for the effect are threats to construct validity. Major
threats include attention and contact with the clients, single
operations and narrow stimulus sampling, experimenter
expectancies, and cues of the experimental situation.

Data-evaluation validity refers to those aspects of the
study that affect the quantitative evaluation and can lead
to misleading or false conclusions about the intervention.
Several concepts basic to statistical evaluation were men-
tioned because of their role in data-evaluation validity and
statistical significance testing in particular. These concepts
included the probability of accepting and rejecting the null
hypothesis, the probability of making such decisions when
they are false, and ES. Major factors that commonly serve
as threats to data-evaluation validity operate by influenc-
ing one or more of these concepts and include low statisti-
cal power, subject heterogeneity, variability in the
procedures of an investigation, unreliability of the meas-
ures, restricted range of the measure, and multiple statisti-
cal comparisons and their error rates.

All four types of validity including internal, external,
construct, and data-evaluation validity need to be consid-
ered at the design stage of an investigation. It is not possi-
ble in any one experiment to address all threats well or
equally well, nor is this necessarily a goal toward which
one should strive. Rather, the goal is to address the pri-
mary questions of interest in as thorough a fashion as

possible so that clear answers can be provided for those
specific questions. The threats identify in advance of a
study the problems to which one might be alerted and that
ought to be addressed as relevant or potentially relevant to
the specific study. At the end of that investigation, new
questions may emerge or questions about other types of
validity may increase in priority.

The need for further information is not necessarily a flaw,
but rather the continued line of inquiry to which an
important study invariably leads.

The obstacles in designing experiments emerge not
only from the manifold types of validity and their threats,
but also from the interrelations of the different types of
validity. Factors that address one type of validity might
detract from or increase vulnerability to another type of
validity. For example, factors that address data-evaluation
validity might involve controlling potential sources of var-
iation in relation to the experimental setting, delivery of
procedures, and homogeneity of the subjects. In the pro-
cess of maximizing experiment control and making the
most sensitive test of the independent variable, the range
of conditions included in the experiment may become
increasingly restricted. Restricting the conditions such as
the type of subjects or measures and standardization of
delivering the intervention or independent variable may
commensurately limit the range of conditions to which the
final results can be generalized.

In this chapter, we have discussed different types of
validity and their threats. The primary purpose has been to
describe these threats and how they operate. In remaining
chapters, I raise several of these areas again and more con-
cretely and discuss strategies to address threats and to
strengthen the inferences drawn from research.

Chapter 3 Quiz: Construct and Data-Evaluation Validity



Chapter 4

Ideas that Begin the
Research Process

Learning Objectives

4.1 Assess how a research idea or a question
forms the basis of a study

4.2 Report the different channels that one uses
to develop ideas and questions for study

4.3 Examine how understanding of the
relationship between variables form the
basis of a study

4.4 Compare moderators, mediators, and
mechanisms

4.5 Identify characteristics of the full process
of translational research

4.6 Define theory

We have now covered a variety of concepts, including threats
to validity and various sources of bias that guide thinking
when designing, executing, and evaluating research. All that
will be critical to keep in mind as we move forward to elabo-
rate research design issues. Yet we begin here with the first
step of a research, namely, what will be studied? How and
where does one get an idea for an actual study?

Selection of the research focus refers to the idea that
serves as the impetus or focus for investigation. The general
idea expresses the relation to be studied (e.g., between stress
and perception of other people). This idea gets translated to
specific hypotheses or predictions of what will happen when
certain conditions are varied (e.g., positive cognitions are
planted in the subjects, and they will rate their quality of life
more highly even though the cognitions are unrelated in
actual content). And then the research moves to another level
of greater specificity where precisely the hypotheses are
tested in very concrete terms. This chapter discusses the ini-
tiation of research, sources of ideas, key concepts that often
guide research, and the flow from idea to a specific study.

Deciding what to study can seem like or actually be a
daunting task and for the obvious reason. All this research has
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4.7 Report the relevance and benefits of theory
in research

4.8 Analyze the causes that make a research
idea interesting or important

4.9 Report the importance of the right idea for a
research project

4.10 Review the steps and decision points to
follow when progressing from research idea
to project

4.11 Summarize the steps that lead to a
successful research project design

been going on for decades, and now I show up and need to
come up with a study that has not been done, is worth doing,
and is feasible in my life time or at least in time for the dead-
line (e.g., graduation, degree). How do I begin to develop the
idea for the study?

4.1: Developing the
Research Idea

4.1 Assess how a research idea or a question forms the
basis of a study

Developing the research idea can be addressed in several
ways. This discussion presents the task in different and some-
what overlapping ways, how it can be conceived and
approached, and broad types of research that help orient one
in selecting questions for study.

In many ways and often without knowing, people
already have a pile of ideas suitable for research. These are
beliefs about people, social interaction, what controls
behavior, what is involved in attraction or repulsion at first



sight, and more. The task is developing the idea for an
investigation and bringing it into a scientific paradigm
(e.g., theory, hypotheses, concrete procedures to provide a
test, control conditions to ensure the results can be inter-
preted, and so on). We begin with sources of ideas to begin
the process of designing a study.

The research investigation begins with an idea or question
that serves as the basis of a study. The question may arise from
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many sources and from efforts to think about a phenomenon
in novel ways (see Leong, Schmitt, & Lyons, 2012; McGuire,
1997). Table 4.1 is provided to give a convenient summary of
several ways in which the idea for a study emerges and the
source of ideas for many studies. The ideas or sources of
research are not necessarily independent or exhaustive. They
are useful places to begin to see what kinds of ideas can be
tested and what the impetus may be for an investigation.

Table 4.1: Selected Sources of Ideas for Studies

Curiosity

Case Study

Studying Special Populations

Studying Exceptions

Studying Subtypes

Questions Stimulated by Prior
Research

Extensions of Prior Work to New
Populations, Problems, and
Outcomes

Extensions of Concepts or Theory
to New Problems

Extending External Validity

Translating and Extending from
Human to and from Nonhuman
Animal Research

Measurement Development and
Evaluation

Special interest from observation, belief, experience not
necessarily theoretically or empirically driven.

Seeing what seems to be a relation among features within
an individual and examining whether the relation in fact
exists and has any generality.

Research that isolates a special group for close analysis of
characteristics.

A variant of the above in which a small subpopulation that
violates the general rule is identified and investigated or
where a particular principle or relationship is likely to depart
from the usual one.

Also a variant of the above but one in which an overall
group that has been studied is evaluated to predict critical
distinctions or subtypes.

Addressing a question stimulated or unresolved by a
specific prior study or area of research.

Efforts to see if the relation affects other areas of
functioning or domains not originally studied.

Efforts to see if a construct (e.g., addiction, dependence)
can be extended to areas where it has not been applied.

Efforts to see if the relation applies to new populations,
settings, and context.

Drawing from findings on basic processes or patterns of
functioning.

Efforts to assess a concept (e.g., self-esteem, anger) and
to evaluate aspects of the measure.

Are musicians (or leaders, psychiatric patients, Nobel
Laureates) more sensitive (or eccentric, motivated,
clumsy) than nonmusicians (etc.)?

Does therapy A (which seemed to make this patient
better) lead to greater change than no-treatment or some
competing treatment? Do people who seem to . . . (love,
despise, or both) their parents have similar views toward
their children?

What are the cognitions of individuals with
depression? Does the presence of a particular
personality characteristic predict other characteristics
of interest (e.g., later success, dysfunction, and

drug use)?

What are the characteristics of children who are abused
(or who come from seemingly horrible environments, or
who eat horribly unhealthful foods) and have wonderful
life outcomes (or experience no deleterious effects)? Or
what are the characteristics of people who come from
seemingly ideal nurturing environments and have
disastrous outcomes?

Can one distinguish in meaningful ways those individuals
who are clinically depressed (or who show agoraphobia,
high levels of achievement)?

Studies that identify something not addressed in a prior
study. This could be a methodological limitation or
competing constructs that might explain the results different
from the interpretation by the original investigators. Can a
competing interpretation be provided that better accounts
for the original finding and makes new predictions?

Studies to see if other areas are influenced or affected.
Psychotherapy alters symptoms of adults (e.g., anxiety);
does the therapy also affect the marital relations or child—
parent contacts of the treated patients? Treatment A helps
depression; can it also be used for eating disorders?

Studies that see if addictive behaviors extend beyond the
usual use of that term; Is there reward value in
aggressive activity similar to the reward value of food,
water, or sex?

Does the prior finding or theory apply to a different ethnic
group or under varied circumstances? Can the treatment
be delivered by . . . (parents, college students, computer)?

Can exposure to anxiety-provoking stimuli (flooding in
animal research) be used to develop parallel treatment
for anxiety among adults? Are there parallels in courtship
(or communication, dominance, and interactions with
newborns) between a specific mammal species and
humans, or does the animal research lead to a
prediction in one of these areas?

Studies of the reliability and validity of the measure; utility
of a measure in predicting an outcome.
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4.2: Sources of Ideas
for Study

4.2 Report the different channels that one uses to
develop ideas and questions for study

The ideas or sources of research are not necessarily inde-
pendent or exhaustive. They are useful places to begin to
see what kinds of ideas can be tested and what the impetus
may be for an investigation.

4.2.1: Curiosity

Many ideas arise out of simple curiosity about a phenomenon.
This is not a formal way of generating an idea, but it cer-
tainly is one to note explicitly.

Curiosity is no explanation of why a particular course of
research is pursued, but it helps convey that the motive
for asking particular questions in the context of experi-
mentation need not always germinate out of complex or
highly sophisticated theoretical notions.

This research may seek to describe how people are or
how they will perform in a particular situation. The more
the study seeks to generate and test novel ideas about
why people behave in a particular way the better for
research, but just beginning with a demonstration that
they do or do not behave in a particular way may be inter-
esting by itself.

In many ways, curiosity is an overarching concept that
entails other sources of ideas we cover next. In psychology,
we do not want a collection of mere associations (correlates)
and hence showing that this long list of variables is related
to another list of variables may or may not be of great inter-
est. Yet if it is of interest to you, definitely pursue it.

Curiosity may lead to describing relations among vari-
ables that were not recognized and then serve as a basis for
generating theory (why in the world are these constructs
related) and then further tests of theory that elaborate that
nature of that relation more deeply.

4.2.2: The Case Study

The case study is a special case where curiosity may be
peaked and generate ideas for research.

The case study refers to the intensive study of the individual.

However, this could be an individual person, group,
institution (e.g., political body), or society. That these are
“cases” pertains to the intensive focus on one or a few
instances. The case study has had a major role historically
in psychology in prompting interesting theory and research
and hence is a valuable source of ideas to consider (e.g.,
Rolls, 2010). By case study, I am referring primarily to the
anecdotal case study in which the assessment is not likely

to be systematic and in which control conditions are not
invoked. Hence, valid inferences (in which threats to inter-
nal validity are controlled) usually are not possible. (I men-
tion this because later we will discuss single-case
experimental designs. These designs are experiments that
can focus on individuals or group.)

In clinical psychology and other mental health profes-
sions, the case study focus usually is on the individual
client, often in the context of the development or treat-
ment of clinical dysfunction. Information is reported
about the case that is based on anecdotal information,
i.e., unsystematic measurement that is difficult to repli-
cate or verify.

A clinician or client recounts experiences and places
the information together in a cohesive narrative that
explains something like how a clinical problem came
about, why the individual is like he or she is, why and how
treatment worked, and similar issues.

For example, recall the case from the 1880s in which
Joseph Breuer (1842-1925), a Viennese physician and col-
laborator of Sigmund Freud (1856-1939), treated Anna O.
(Breuer & Freud, 1957). Anna was 21-years old at the time
and had several symptoms, including paralysis and loss of
sensitivity of the limbs, lapses in awareness, distortions of
sight and speech, headaches, and a persistent nervous
cough. These symptoms were considered to be due to anxi-
ety rather than to medical or physical problems. Breuer
visited Anna regularly to provide treatment. This included
talking with Anna and hypnosis. Anna recalled early
events in her past and discussed the circumstances associ-
ated with the onset of each symptom. As these recollec-
tions were made, the symptoms disappeared.

This case has had enormous effect and is credited with
marking the beginning of the “talking cure” and cathartic
method of psychotherapy. The report sounds rather
amazing and understandably, even with these brief com-
ments, provokes many questions for research.

Before we leap too far, a little dose of methodology and
science is important. We have no really systematic informa-
tion about the case, what happened, and whether and when
the symptoms really changed. Also, the case is odd as the
basis for the arguing for the effectiveness of talk therapy.
For one, talk therapy was combined with hypnosis (which I
mentioned) and rather heavy doses of medication (which
I did not mention). A sleep-inducing agent (chloral hydrate)
was used on several occasions and when talk did not seem
to work (see Dawes, 1994). Thus, the therapy was hardly
just talk and indeed whether talk had any impact cannot
really be discerned. Also, the outcome of Anna O, including
her subsequent hospitalization in light of her clinical dys-
functions, raises clear questions about the effectiveness of
the combined talk-hypnosis-medication treatment. Cases
such as these, while powerful, engaging, and persuasive do



not permit inferences about what happened and why. In
fact, most threats to internal, external, construct, and data-
evaluation validity apply and are “wrong” with the case.
I just hinted at construct validity (talk therapy or multiple
treatments that include visits, talk, hypnosis, and medication).
But we do not even get to the threats without evidence that in
fact there was a change. Yet, we are talking about cases as a
source of ideas and hypotheses, and Anna and cases like that
raise fascinating questions to be tested.

In psychology there are many other cases where special
circumstances such as injury have led to important insights
followed by research. Let me provide a case less familiar
than Anna O. and focus on brain and behavior. In this case,
a 25-year-old man had a stroke, and assessment revealed
that he had damage to a specific areas of the brain (insula
and putamen) suspected to be responsible for the emotion
of disgust (Calder, Keane, Manes, Antoun, & Young, 2000).
The damage could be carefully documented (by fMRI
[functional magnetic resonance imaging]). His damage
could be located to these areas. The man was systematically
tested during which he observed photos of people experi-
encing different emotions (happiness, fear, anger, sadness,
and surprise). He had no difficulty identifying these emo-
tions. However, he could not identify the photos of disgust.
Disgusting photos or ideas presented to him (e.g., such as
friends who change underwear once a week or feces-shaped
chocolate [remember, I am just the messenger here I am not
making this up]) were also difficult to identify as disgust-
ing. This is an interesting example because the case was
systematically evaluated, and hence the strengths of the
inferences are commensurately increased. Also, the investi-
gators compared this case to male and female control
subjects without brain injury to provide a baseline on each
of the tasks. The demonstration becomes even more inter-
esting by falling somewhere between a case study and a
quasi-controlled study. Also, the distinguishing feature is
systematic assessment so that alone is a leap from anecdotal
case studies such as the example of Anna. In addition, the
case was used to explore a hypothesis.

Our discussion is not about case studies per se but the
use of cases—contact with individuals who have had spe-
cial experiences—as a source of ideas for research. You see
a possible connection (correlation) or observe a couple of
cases and see similar connections. Cognitive heuristics and
other limitations of our raw and “normal” observations
can obscure relations. That means experience by itself is
not usually a good test of a hypothesis, but we are talking
about sources of ideas and cases can be quite helpful in
thinking creatively about correlates, risk factors, and other
facets worth studying.

In general, close contact with individual cases provides
unique information because of observation of many vari-
ables, their interactions over time, and views about the
bases of personality and behavior.
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Indeed, in clinical psychology one rationale for practi-
cal clinical experience during training (e.g., practicum
experience at a clinic, internship) is that better understand-
ing of clinical cases will improve the research a person
does, for those who enter research careers. Close interac-
tion with cases might raise questions, such as do most chil-
dren with autism spectrum disorder (ASD) show this or
that characteristic, among couples who are very happy,
and do they show this or that characteristic? Cases can
generate many hypotheses about all facets of functioning
(e.g., impact of special events in childhood, why one relates
to others in particular ways).

4.2.3: Study of Special Populations

The study of special populations is encompassed by a few of
the entries in Table 4.1 (study of special populations, excep-
tions, subtypes, extending external validity). A great deal
of research focuses on a special group of individuals and
compares them with others who do not have the special
status. Common among such studies are comparisons of
individuals with and without a particular clinical disorder
(e.g., depression vs. no disorder or some other disorder,
who lived or did not live in foster care) or the search for
subtypes among all individuals who might be designated
as having psychological dysfunction or disorder. A particu-
lar clinical problem (e.g., posttraumatic stress disorder
[PTSD]), style of functioning (e.g., risk taking), or popula-
tion (e.g., first-born children, spouses who are violent with
each other) may be of interest, and the investigator asks,
what are the key and associated characteristics or how do
individuals with the characteristic differ from those with-
out the characteristic? The correlates (e.g., in personality
style, family background) and similarities and differences
among varied clinical problems encompass a wide range of
investigations. The special population might be selected
because of a particular experience in their past (e.g., sexual
abuse, exposure to violence, being an orphan, last born
child) or because of a current experience (e.g., victim of
trauma such as a natural disaster, becoming a new parent).

A variation of special populations is worth distinguish-
ing and is noted in the table as the study of exceptions. We
expect or indeed know from prior research that individuals
with some experiences or exposure to some factors to have a
particular outcome, but there might be exceptions. For exam-
ple, among soldiers deployed in combat, most do not develop
symptoms of posttraumatic disorder, but certainly some do
and it is not merely a matter of the trauma experiences to
which they are exposed.

Can we study the exceptions, i.e., the many but not the
majority who experience trauma?

Perhaps there is something we can identify about them
that would allow early identification or even better preven-
tion. One vulnerability factor that can be identified is
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higher emotional reactivity, a physiological reaction to
some provoking stimulus tested in laboratory experiments.
Individuals who are more reactive physiologically are
more vulnerable to PTSD in war (Telch, Rosenfield, Lee, &
Pai, 2012). More work is needed, and a great deal has been
done, but this is an important beginning to elaborate vul-
nerability (risk factors) and potentially leading to preven-
tive efforts (to alter reactivity among those who might be
especially vulnerable).

More generally, the study of exceptions might entail
any group of exceptions. For example, people exposed to
difficult or horrible experiences (e.g., sexual and physical
abuse, extreme poverty) or adversity (e.g., their parents
were criminals, alcoholics, or clinically depressed) often
function quite well in everyday life.

What are the factors that have protected them from unto-
ward outcomes?

One can see the implied hope the exceptions provide.
Perhaps if we understood how individuals fared well in
the face of adversity, we could help the many who do not
fare so well. Consider a more concrete example: some small
number of individuals who contract HIV do not contract
AIDS. This suggests that if we could identify the how and
why of this phenomenon, we might be able to use that
information to protect all or most people.

4.2.4: Additional Information
Regarding Special Populations

The examples suggest some untoward experience that
does not invariably lead to an untoward outcome. Think
about your own situation. You were deprived of methodol-
ogy early in life and you are still doing all right! Of course,
the opposite line of work in studying exceptions is no less
valuable. People exposed to seemingly nurturing condi-
tions (high levels of warmth and involvement of both par-
ents, wonderful sibling relations, opportunities and early
competencies early in life, methodology bedtime stories
every night) may turn out with very difficult lives. In adult-
hood, they may turn to lives of crime and drugs. What
“went wrong?” “Wrong” is not a useful scientific concept
per se (we do not deal with right and wrong or the judg-
ments they entail), but the concept is meaningful by asking
what accounts for individuals with a particular type of
experience (in this instance seemingly close to ideal chil-
drearing) go down one path (functioning well) versus
another (not functioning so well). Can research begin to
identify what these exceptions are like? Now you develop
a hypothesis of who those exceptions are, how they might
be identified, and what makes them different. This could
be one study, but it could also be a career.

Subjects who are rare exceptions emerge in another con-
text in methodology. They are often referred to as “outliers”
and raise issues for data evaluation and statistical analysis.

Outliers refer to individuals whose scores or perfor-
mances on measures depart greatly from the rest of the
sample.

Occasionally subjects are deleted from the study, a topic
we have much more to say about. Yet in this chapter, the
study of exceptions has a different thrust. Identify excep-
tions and study them. This can be extremely important.
Also, when interventions fail, there is increased interest in
going well beyond what the group showed as a whole.

Ave there exceptions, and can one utilize those for greater
insights?

For example, most treatments for cancer that make it to
the point where they are tested on humans do not help
enough people and are no longer pursued as treatments.
However, occasionally there are “exceptional responders” to
these drugs (Kaiser, 2013b, p. 263). These are individuals who
in fact respond extremely well (e.g., tumors are gone and the
effects are maintained) even though the treatment did not
help most people in the group. Studying these individuals
can lead to great insights about tumors and their treatment.

What is it about these exceptions that made them respond
well to a treatment that was ineffective for most people?

Some factor must work in conjunction with that other-
wise ineffective treatment to make it very effective. In this
example, a genetic variation was found in the tumor that
characterized the exception. The treatment was then
applied to others with that variation, and treatment was
effective (Iyer et al., 2012). Without that factor treatment
did not work very well, and with that factor it worked
extremely well. This is a huge finding. We almost threw
way an effective treatment because most people in the
group did not respond. We still need a treatment for those
individuals of course. Yet, studying exceptions yielded
important insights that affect many people. We can now
direct individuals to treatments from which they are likely
to profit and perhaps by identifying factors that may be
altered to make more individuals responsive to treatment.
More generally, the study of exceptions can greatly advance
our understanding of underlying processes that relate to
the unexpected and also expected outcomes.

Another variation of studying exceptions or special
groups focuses on grouping individuals into various sub-
types or variations of a problem. This begins with interest in
a group (e.g., individuals have a particular condition such
a depression) and considering possible subgroups based
on clinical experience, a hunch, or theory.

Any one of those might pose that individuals with
major depression are not homogeneous but include many
subgroups. Distinguishing subgroups might be very
important in relation to clinical course or prevention. Here
the goal of research is to show that there are subtypes and
that unique characteristics of the subtypes (i.e., correlates,
risk factors) vary.



For example, many children are victims of bullying.
They are the object of verbal and physical acts of aggres-
sion and intimidation by others. Yet, among victims one
can distinguish those who are so to speak “pure” victims
and those who are victims/bullies. That is, among victims a
subtype can be identified who also engage in bullying.

The value of identifying subtypes comes from showing
that the distinction is important in some way. We have
learned that indeed it is. Victims are at risk for all sorts of
problems related to mental health (e.g., anxiety, depres-
sion, withdrawn as well as disruptive behavior), physical
health (e.g., sleep disturbances, stomach aches, and vom-
iting as a stress reaction), and poor school functioning
(e.g., increased absenteeism, decreases in achievement).
For those victims who are also bullies, these characteris-
tics and long-term outcome are much worse!

In addition to the victim characteristics, they are over-
whelmingly rejected by their peers, and among the groups
(bullies, victims, victims/bullies) they do the worse in
school (Jimerson, Swearer, & Espelage, 2009). In other
words, subtyping here makes an important difference.

Identifying subtypes is an important focus of research
in part because the results can have broad implications. If
there are, say, two different subtypes of a problem, this
might be quite useful in preventing or treating the prob-
lem. The different subtypes may suggest different causal
paths and allow one to target the intervention to influences
that will make a difference for one, both, or more of the
subtypes. We will talk about moderators later in the chap-
ter, and moderators are variables that can help evaluate
different paths and subtypes or at least variables that
change the relationship between one event and another.

4.2.5: Stimulated by Other Studies

Avery large portion of the published research is directed at
building upon, expanding, or explaining the results of
other studies. A broad category for source of ideas then is
research stimulated by other studies. This is encompassed by
a few other sources of ideas, including resolving a specific
issue from prior research, extending the focus (outcomes,
dependent variables), and external validity (e.g., popula-
tions, settings). There is overlap among these, but the
emphasis is one that guides different types of studies.

The research stimulated by prior studies may focus on
empirical or conceptual extensions to new populations,
problems, and outcomes. One type of work may extend a
given finding to a new or different population or clinical
problem. One sees this in drug studies quite often, i.e., if a
drug treats depression effectively, can it also be used for
anxiety, or eating disorders? For psychological treatments
as well, this thinking has been applied. We have thought
that treatments are specific to types of problems (use treat-
ment x for anxiety, treatment y for depression, and so on),
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but many different problem domains (psychiatric diagno-
ses) are not so distinct (overlapping symptoms, comorbid-
ity) and many treatments are transdiagnostic (i.e., can be
extended to more than one disorder or clinical problem
and be effective) (e.g., Farchione et al., 2012; Maliken &
Katz, 2013). Extending an intervention to new domains
(different clinical problems or to consequences beyond
those originally studied) is one variation that can be an
interesting line of work.

Extending a given finding to a new set of dependent
variables or outcomes can be an interesting source of
research ideas too. For example, we have known for dec-
ades that cigarette smoking increases the risk of lung can-
cer. Research extended the evaluation of smoking to many
other outcomes by showing that smoking increases the
risks of many other diseases (e.g., other types of cancer,
heart disease) and has impact on nonsmokers and their
disease risk if they are in contact with smokers (secondary
smoking). And even most recently, the findings have been
extended further. From a meta-analysis of 26 studies fol-
lowing smokers up to 9 years, we have learned that indi-
viduals who quit smoking, compared with those who do
not, have many mental health benefits, including reduced
level of depression, anxiety, and stress and improved qual-
ity of live and positive emotions (Taylor et al., 2014). Apart
from further commentary on smoking, the research in this
review conveys the extension of initial findings (e.g., smok-
ing and lung cancer) on a variety of different outcomes.

e Extensions can be conceptual in the sense that a model is
extended. For example, the use of illicit drugs is often
considered to be addictive. To call something an addic-
tion usually means the substance or activities lead to
feelings of pleasure and changes in affect and cognitions.

* The substance or activity that triggers addiction must
initially cause feelings of pleasure and changes in emo-
tion or mood.

* There may be a tolerance that develops so larger doses
or portions are needed to achieve the benefits.

¢ Withdrawal symptoms (e.g., physical, emotional) may
result from withdrawal.

¢ There is a dependence on the substance or activity in the
sense that it is heavily sought and often on the mind of
the person who is addictive. Changes in the brain also
result along with the changes in affect, behavior, and
cognition. Addictions are associated with impairment
in performance, such as meeting expectations in one’s
work, school, and relationships.

¢ A key feature is difficulty in stopping whether it is tak-
ing the substance or not engaging in the activity.

Now with these key features, one line of research is to
extend this to areas of functioning not usually conceived as
“addictive.” For example, is there the equivalent of addic-
tion to social media (e.g., textbook, Facebook), sex, or food?
Can individuals be identified who show signs of addiction
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in relation to social substances, so to speak, and what are
the brain centers involved for these individuals? This
research is an extension to see of core features of addiction
as studied in a familiar domain (substance use) and extends
to domains not usually considered to be relevant. This is
different from lay concepts that are extended (e.g., worka-
holic), which refers to work efforts that are considered by
someone to be obsessive or excessive.! Rather, the science
feature would be to see if in fact for some people “work”
operates like an addiction and if so what new do we learn
from extending the conceptual view of addiction. We do
not merely want to call everything an addiction just
because people do it a lot.

Another type of work stimulated by other studies
focuses on the interpretation of the original finding. Some
original finding is obtained, and the investigator provides
an interpretation (e.g., cognitions changed and that is why
this worked). You read the study and challenge the inter-
pretation (construct validity) and now consider study
pretty much like the original but one in which whether or
not cognitions changed or could explain the findings is
tested. Perhaps you have another explanation or interpre-
tation (expectations on the part of the subjects) and meas-
ure that to test whether the original view (cognitive
changes) really explains the finding.

4.2.6: Translations and Extensions
between Human and Nonhuman
Animals

One way is extending or translating findings from nonhuman
animal research to a clinical phenomenon. This is not necessarily
a test of generality to see if a finding with college students
applies equally to centipedes. Typically such extensions
focus on efforts to understanding basic processes or mecha-
nisms of action.

In psychology and basic sciences generally, extensions
from animal to human research move in both directions.
For example, human studies of lead poisoning and ciga-
rette smoking were elaborated by animal studies looking at
processes and mechanisms that could explain how these
toxins damaged various organs (e.g., dendrite formation in
the brain, lungs, respectively). In clinical psychology, more
pertinent is the extrapolation of findings from animal
research to human behavior as a basis for a study.

Can some process related to development, social inter-
action, parent—child interaction, and conflict resolution
demonstrated in basic animal research be used to inform
and to study human interaction?

Of course, to extend animal research to humans does
not mean or imply that there are no unique features of a
particular species (i.e., us). Also, sometimes the public is
loath to learn of continuities if there is the implication that
we are “no different from animals.” This latter implication is

rarely if ever the research agenda. Continuities and disconti-
nuities are important to demonstrate and understand
because they have broad biological, psychological, and
social implications. So, for example, we know now that dol-
phins in the wild seem to call (signal) each other by name,
i.e., they have names sort of like us (Janik, 2000), that ele-
phants seem to communicate by producing sounds (through
the air) but also by vibrations through the ground from foot
stomping (O’Connell-Rodwell, Arnason, & Hart, 2000), and
that whales teach each other how to hunt through social
imitation much like how we learn many behavioral patterns
(Allen, Weinrich, Hoppitt, & Rendell, 2013). These findings
are not merely interesting but have fascinating implications
in relation to language, brain development, and socializa-
tion that may transcend any particular species. Research
that draws these connections can be extremely informative
because much can be brought to bear in understanding by
showing the ways in which species are and are not similar.
As an example, a huge area of research is nonhuman animal
cognition and among the many goals is to understand deci-
sion making, planning, modeling (learning by observation),
and choice and to extrapolate that to inform human cogni-
tion in the process. The underpinnings of cognition can be
evaluated by isolating processes more readily than might be
allowed in human laboratory studies.

Many lines of nonhuman animal research (on classical
conditioning, avoidance learnings) have ended up gener-
ating research on treatments for humans. For example,
researchers in Pavlov’s laboratory identified a situation in
which animals became very anxious when making a dif-
ficult discrimination.

The “breakdown” was referred to as experimental neurosis
(neurosis once was the word for anxiety and anxiety dis-
order). Decades of research used laboratory-induced anx-
iety reactions to develop effective treatments for humans.

Extending findings in ways I have discussed are only
samples of the range of possibilities. That is why in Table 4.1
another source of ideas is extending external validity or gen-
erality of a finding to novel populations or outcomes. These
are just two avenues of testing the limits of external validity.
One cannot list them all or all that would be of interest for a
given finding. Yet, it may be interesting to extend a finding
to different cultural or age groups, groups with different
gender identity or experience, and so on. One needs a
strong rationale for this type of research rather than saying
I am doing this study because the finding (intervention,
independent variable) has never been tried with that group.
That rationale alone is usually regarded as very weak in
part because there are an infinite number of conditions,
contexts, populations, age groups, and so on alone and in
combination that could be studied. Because the extensions
are limitless, any research is advised to convey why anyone
is of special interest, i.e., are there compelling reasons
beyond, “this has not been done before.”



4.2.7: Measurement Development
and Validation

A considerable amount of research focuses on development
or validation of measures. Developing assessment devices is
central because measurement is a precondition for other
research. An investigator may be interested in studying
empathy, risk taking, hopelessness, adjustment, psychopa-
thology, love, bereavement, altruism, propensity toward
violence, extraversion, and so on. As psychologists we are
interested in a vast range of constructs and how they oper-
ate with many different populations.

Research is begun to develop a new measure and to
establish various types of reliability and validity of the
measure. In the process of this research, the relations of the
measure and underlying construct to other domains of
functioning are elaborated. Measurement development is
not a matter of listing a bunch of items and having subjects
complete them. There are multiple steps. It is important to
note here that development and evaluation of measures
are the major source of ideas for research projects. In clini-
cal psychology, the presence of a number of journals devel-
oped to assessment attests to the importance of assessment
issues as a line of research.?

4.3: Investigating How
Two (or more) Variables
Relate to Each Other

4.3 Examine how understanding of the relationship
between variables form the basis of a study

There is another way to help with source of ideas for a
study. Consider for a moment that the overall goal of
research is to understand a phenomenon of interest; that
is, we want to know its characteristics, the factors with
which it is associated, how it operates, and how it can be
controlled. Sometimes the goal of research is stated to
identify causal relations, and that is a useful point of
departure. Once causal relations are known, we know a
great deal. However, there is more to know about rela-
tions among variables than their causal connection and
also a great deal of important information to know even if
we do not yet know about cause. There are many ways
variables can relate to each other, and identifying these
and the key concepts they reflect also serve as the bases
for doing a study.

Consider for a moment that we want to understand
the relation of two variables (e.g., substance use and par-
ticipation in organized athletics). There are all sorts of con-
nections between variables that can be studied. It is useful
to organize the discussion by describing and explaining

Ideas that Begin the Research Process 85

the phenomena we wish to study. For the moment, con-
sider description as the “what” and explanation as the
“how.” One focuses on what the relation is to some other
characteristic; the other is how or why there is a relation-
ship and through what processes they are connected.

A source of ideas for research is considering what facet of
description or explanation might be studied.

Several key concepts serve as a guide to descriptive
and explanatory research. Table 4.2 presents key ques-
tions and concepts that pertain to the relations among
variables of interest and that often serve as the impetus
for an investigation.

4.3.1: Association or Correlation
between Variables

Research in clinical, counseling, and educational and other
areas of psychology often focuses on identifying whether
two variables are correlated. (We take up the simple case of
correlating two variables, but multiple variables can be
examined for their correlations.) Subjects are tested on sev-
eral measures at a particular point in time to relate such
variables as symptoms (e.g., depression, anxiety), cogni-
tive processes, personality, stress, family functioning, or
physical health, and correlations predicted from theory or
another source are examined. Identifying characteristics of
affect, cognition, behavior, and the contextual environment
(e.g., characteristics of others) that are or are not correlated
with a particular problem can be important for elaborating
the nature of a problem and for testing or developing theo-
ries about the onset or course of a problem.

For example, there is a relation between temperature
(in the weather) and violence. In one correlational study,
violent crimes (e.g., assaults, sexual assaults, homicide)
were assessed along with daily temperature from records
obtained over a 7-year period in one city (Dallas, Texas)
(Gamble & Hess, 2012). Incidents of violence were posi-
tively correlated with temperature. The higher the tempera-
ture, the more violent crime but the positive relation only
held up to 80 degrees (F). The correlation became negative
after 90 degrees. The authors surmised that at higher tem-
peratures people just try to stay in their homes more and
hence decrease all activity.

A correlation between temperature and crime is very
interesting indeed and prompts questions that, when stud-
ied, could move toward a deeper level of understanding.
The obvious general questions of course are:

e Why is there a relation and precisely why does that
relation turn from positive (as temperature goes up)
but then shifts to negative at a higher temperature?

e Is it really temperature or some other variable that is
associated with temperature change? (It is difficult to
come up with something.)
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¢ Also, the range of temperatures in any given city is
restricted; would the relation hold in different lati-
tudes (e.g., cold climates where the temperature may
vary but be colder overall)?

You no doubt can generate your own set of questions,
but one can see how a correlation usually is a beginning.
Now we need to identify possible explanations or a little
theory of why the relation holds and test what may be
involved with a little more precision. The correlation is a
description of a relation, and we would like to move fur-
ther along toward explanation by ruling out some explana-
tions and making others more plausible.

As another example of correlation of handedness and
mental disorder, does being left- or right-handed have any
bearing on rates of mental disorder?

Brain structure and function vary by the different
sides of the brain (laterality of the brain) and hand dom-
inance relates to that. Also, being left rather than right-
handed is slightly associated with higher rates of autism
and epilepsy, so associations like this are already known.
In a study with individuals being seen for mood disor-
ders or schizophrenia, investigators found no associa-
tion of left-handedness with mood disorders (Webb
et al.,, 2013). About 11% of the sample showed left-
handedness in keeping with the general population. Yet,
individuals with a diagnosis of schizophrenia showed a
40% rate. This is quite a remarkable difference—clearly
in this study, handedness was associated with a diagno-
sis of schizophrenia. Now the work begins—we need
some testable theory about this—what of brain struc-
ture, function, and activity might be a link. How do
these characteristics come together? Maybe it is not
handedness at all. Left-handed individuals are slightly
more likely to have been born prematurely. Perhaps we
ought to assess and control (e.g., match samples) on pre-
mature birth and rule out that influence. Correlation is
an intriguing starting point.

4.3.2: Concepts That Serve as the
Impetus for Research

While it is very useful to raise the notion of correlation as a
type of focus for a study, one does not merely select varia-
bles randomly. A study begins with a reason to pursue a
particular correlation. The impetus ought to begin with a
view, theory, or interesting question. Table 4.2 lists some
concepts that serve as the impetus for research. That said, as
an investigator it is our task to show how the correlation
might well be of interest or significance and that depends
not only on available information (other research of any
kind) but also on our ability to put this together in a persua-
sive and coherent way. We will talk more on that later in the
chapter when we discuss what makes a study important.

Table 4.2: Concepts That Serve as the Impetus for
Research

Correlate The two (or more) variables are associated at
a given point in time in which there is no
direct evidence that one variable precedes
the other.

Risk factor A characteristic or variable that is an antecedent

to and increases the likelihood of an outcome of
interest. A “correlate” in which the time
sequence is established.

Protective factor A characteristic or variable that prevents or
reduces the likelihood of a deleterious outcome.
Time line not always established; these are often
correlations that are negative with some out-

come.

Cause One variable influences, either directly or
through other variables, the appearance of the
outcome. Changing one variable is shown to

lead to a change in another variable (outcome).

4.3.3: Risk Factor

Correlation as previously pertains to two (or more) varia-
bles that are related at a given point in time. That is, meas-
ures are taken at the same time (e.g., as if we assessed a
person’s height and weight on the same day and that for
many individuals). We would have the correlation of
weight and height.

A risk factor is a predictor of some later outcome.

A risk factor reflects a deeper level of understanding
than a simple correlation because now we have the time
line established between the two variables (some event or
characteristic) and a later outcome.

In other words, risk factor is a correlation where we know
that one variable comes before the other. That is, an expe-
rience, variable, or event (e.g., abuse, exposure to reli-
gion) is correlated with a characteristic that emerges at a
later point in time (e.g., marital happiness).

Risk factor, as a concept, emerged from public health
and in the context of studying disease (morbidity) and
death (mortality). The term and common foci in that con-
text refer to “risky” practices (e.g., eating high fat diets,
cigarette smoking, not taking methodology courses) and
deleterious outcomes (e.g., heart disease, death, despair,
respectively). However, the term refers more broadly to
events, experiences, or practices that increase a particu-
lar outcome of interest. The experiences (e.g., meditat-
ing, exercising) and the outcomes (e.g., coping well with
stress, donating to charity) can be quite positive without
being “risky” in any negative sense. Consequently, the
term is used to reflect characteristics that are correlated
with and antecedent to a later outcome, no matter what
that outcome is. Psychologists often avoid “risk” by



talking about a “predictor” of some other variable.
A predictor can avoid the awkwardness of a risk for
some great outcome.

4.3.4: Understanding the Difference
between a Correlate and a Risk
Factor

The difference between a correlate and a risk factor is criti-
cally important. It is often the case that researchers will
identify a sample with a particular problem or clinical focus
(e.g., engaging in self-injurious behavior) and at the same
time administer measures of other characteristics (e.g.,
exposure to trauma in the present or past, level of anxiety
or depression, personality, social support or friendships)
and then correlate these latter characteristics with self-
injury. These are concurrent studies where only correlates
can be identified. Yet, risk factor may be used to imply that
some characteristics antedated self-injury and only a longi-
tudinal design can unequivocally establish the time line.

Risk factors are not to be confused with a cause,
although they so often are. For example, risk factors for
heart disease include elevated cholesterol, cigarette
smoking, lack of exercise, being short, bald, and male, to
mention a few. None of these necessarily causes a heart
attack, although all combine to increase risk. With a risk
factor, we know that some early experience or exposure,
for whatever reason, increases the likelihood that the later
outcome will occur. In contrast, demonstrating cause
means, of course, that we have established the relation is
not merely in a temporal ordering of events but rather
some direct influence. I shall return to cause but worth
mentioning now is that one can move from risk factor to
cause as a research focus. Some risk factors can be altered
(e.g., harsh parenting) by changing the environment or
person in some way.

An excellent idea for research is asking “If this risk fac-
tor is changed, would there be a change in the outcome?”
That moves to causality.

A recent example of a risk factor in the context of
autism has been intriguing. The placenta is the organ that
nourishes the developing fetus and is connected to the
wall of the uterus. It is responsible for taking up nutrients,
eliminating waste, and exchanging gas (e.g., oxygen)
through the mother’s blood supply. Recent research
examined the placentas from births of several children
and found that children who later developed ASD had a
much higher rate (three times higher) of abnormal folds
in their placentas (folds called trophoblast inclusions)
than did children who did not develop the disorder
(Walker et al., 2013). This is a “correlation” but a time line
is established (folds before a later diagnosis), so this
qualifies as a risk factor.
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The finding conveys how risk factor or correlational
research more generally can be very important and
spawn additional research. In this example, we want
to know:

¢ What theory or conceptual view might explain how
these placental abnormalities are related to autism?
That is, what processes are involved and how do
these end up affecting the brain?

e What are the origins of these folds, leaving aside
autism? That is, what places a placenta at risk, so to
speak, for developing these folds (parent genetics,
diet, hormonal abnormalities of the mother at a par-
ticular stage in pregnancy)?

¢ Do folds predict other health-related outcomes, even
among those individuals not diagnosed later with
autism?

¢ Can abnormal folds be identified in some other way
(e.g., via the mother’s blood) during pregnancy?

¢ Can placental abnormalities be prevented, and if they
are does that change the physical or mental health
outcome?

e What about exceptions. It is likely that some children
from mothers with abnormalities of the placenta do
not show autism or other diagnoses. Why?

There is more to the finding than the questions I have
noted. A critical issue in developmental disorders such as
ASD is early identification. Early identification can be used
for early preventive intervention and also for more careful
monitoring of someone to catch onset quickly if the disor-
der does come on.

Occasionally, novice researchers (but no one read-
ing this text of course) are dismissive about correla-
tions and the association of variables and say things
like, “Oh, that’s only a correlation?” The comment is
well placed in one sense because it gives implicit admi-
ration of true experiments, which seek causal relations
and hence go well beyond correlation. The comment is
wise too because it cautions about thinking that mak-
ing a change in one variable will have any impact on
the other, i.e., a correlation is not a cause. Yet, the com-
ment also may be ill informed by using the word
“only.” Correlations and associations can be hugely
important, and most of our understanding of physical
and mental disorders begins with correlations. The
associated features are eventually elaborated to
develop a picture of what the full disorder looks like
and what features might in fact be risk factors or
causes. Worth mentioning in passing too is that much
and sometimes most of what we know in natural, bio-
logical, and other social sciences are correlation, in part
because we cannot manipulate many of the variables
(e.g., in economics, meteorology, seismology [study of
earthquakes and volcanoes]).
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Risk factor is relatively easy to understand, although
the term can put off individuals not trained in epidemi-
ology and public health.® It is easy to remember that a
risk factor is a correlation where the time line (what
comes first) is clear. Thus smoking is a risk factor for
later heart disease. And sometimes there are reciprocal
relations where the time line goes “both” ways. So for
example, depression (A) is a risk factor for heart disease
(B) and the time line is clear. Once one has heart disease
(B), now if he or she is also depressed (A), that is a risk
factor for another heart attack and death. In other work A
is a risk factor for B, but separately and interestingly B is
also a risk factor for A. The nuances that the depression
example suggests are not critical to the present discus-
sion. Although if one has an idea that there is a reciprocal
relation, that is a wonderful basis for investigation. The
main point is that one source of research ideas is to iden-
tify factors that will predict later onset of a problem or
predict an outcome of interest.

4.3.5: Protective Factor

More nuanced and less frequently studied is the notion of
protective factor. Protective factor, as risk factor, has a time
line feature so that it is some factor that is related to a later
outcome.

Protective factor is a variable that prevents or reduces the likeli-
hood of a deleterious outcome.

Somehow for reasons that may initially be unknown,
some characteristics within the individual, family, commu-
nity, living situation, or other features prevent or decrease
some outcome. The question raised by protective factor is
obviously important. Once someone is born, or actually,
before that point, what if anything can we do to decrease
the likelihood that they will develop some disease/disabil-
ity or fail in school?

Protective factors can be conceived as the opposite of risk
factors in the sense that they are negatively correlated
with the onset of some later problem. So in any important
sense, having a risk factor increases the likelihood of
some outcome and having protective factor decreases the
likelihood of the outcome.

The concept of protective factor often begins in the context of
identifying special populations, namely, individuals who are at
risk for a particular outcome. For example, children exposed
to physical abuse and neglect are at risk for a variety of
deleterious mental and physical health problems over the
course of their lives; soldiers who have been exposed to
combat are at increased risk of PTSD, and women who
drink or smoke cigarettes over the course of their preg-
nancy are at increased risk for still birth, premature birth of
the child, and birth defects.

What are those variables that separate those children,
soldiers, and women at risk who do and who do not show
the outcome?

What are the variables?

There might be some genetic factor, some environmental
factor, and a variety of factors that reduce the likelihood of
the outcome. Identifying these can be very important con-
ceptually because it may hint at possible explanations or key
mechanisms that could be involved. These factors are pro-
tective factors and begin with a group that is already identi-
fied as at risk. We investigate those who are at risk and show
the anticipated outcome and those who are at risk who do
not show the problems. The variables that are characteristic
of this latter but not the former group are those that are called
protective factors.

I mentioned methodology is a way of thinking, and
risk and protective factors are two places where a lapse of
that thinking is likely to emerge. Risk and protective fac-
tors are correlates. They establish something related to a
later outcome. They are not causes. The lapse in thinking
comes from protective factors in particular. Once one iden-
tifies a protective factor, programs are developed to build
resilience and to protect people from an outcome. This
well-intended goal makes an assumption that if one
increased the protective factor, one would decrease some
deleterious outcome. This latter statement could be true,
but it requires research to study whether the protective fac-
tor bears any causal role. Identifying a protective factor is a
critical step but is not enough.

For example, eating meals together as a family is
associated with lower rates of risk behaviors among the
teenagers in the family (e.g., lower rates of substance use,
running away from home, violence) (e.g., Bisakha, 2010).
In other words, family meals together might be a protec-
tive factor for many of the problems that can emerge in
teen years. For example, in this particular study, two sen-
tences appear as follows: “Family meals are negatively
associated to certain problem behaviors. . . . Thus, pro-
grams that promote family meals are beneficial” (p. 187).
Actually, the second sentence does not follow from the
findings. It is a nonsequitur. There is no causal relation or
implication by showing correlates, risk factors, or protec-
tive factors. In the case of this study, families that eat
meals together, as opposed to those grabbing food on the
run, eating individually, and not having many routines
are very different for all sorts of reasons. Also, if one’s
child is never home or out buying and selling drugs, the
number of family meals might be on the low end. That is,
the problem (child behavior) may actually explain the so
called protective factor (meals together) than the other
way around.



In relation to the present discussion, one source of
research is to identify factors related to the onset of dysfunc-
tion or some positive outcome (e.g., longevity, adaptive
aging). Those factors might be risk factors (increase likeli-
hood of some deleterious outcome) or protective factors
(decrease likelihood of that outcome). This is an excellent
focus of research as a way of testing or developing views of
what influences might be operating and how. One has to be
very clear about what one is studying (e.g., concurrent cor-
relates, predictors, and causal agents) and what one is enti-
tled to say once the demonstration is complete.

4.3.6: Causal Factors

The foci discussed to this point have been correlational.
Correlation is not to be demeaned because findings are
often provocative, intriguing, and spawn a great deal of
research. For example, we know that prenatal hunger
(from a time of famine when mothers were not well nour-
ished) increased the risk of schizophrenia and depression
in the offspring. “Only” a correlation (risk factor) but this
raises scores of intriguing questions. Also, it is important to
keep in mind as I mentioned that findings from most sci-
ences (e.g., meteorology, cosmology, anthropology, epide-
miology) are “correlational” because experiments where
variables are manipulated cannot be easily done for many
of the key questions.

Sometimes correlates (e.g., risk factors) when further
studied can lead to our understanding of causal relations.
In such situations, the variable moves from a risk factor to
a causal factor. Of course, a variable does not “move” but it
moves in how we classify the variable and what we can say
about it. The variable was in the category “risk factor,” for
example, but might be able to go to the next level of under-
standing “cause.”

As an example from medicine, high levels of choles-
terol have been identified as a risk factor (correlational),
but over time and with direct manipulation of cholesterol
levels (in human and nonhuman animals) it was clear that
cholesterol plays a causal role. Reducing cholesterol
decreases the likelihood of heart disease. As an example
from psychology, corporal punishment (moderate to
severe) of one’s child is a risk factor for later conduct prob-
lems, including psychiatric disorder. We know also that
there is a causal role here too because several studies show
that decreasing corporal punishment in the home decreases
conduct problems (see Kazdin, 2005).

For both heart disease and conduct problems, the story is
more complex, but risk factor to causal relation is part of
that story. Also, correlation/causal relations are often a
matter of debate. For example, within the public, many
see use of fossil fuel and climate change as correlated;
most scientists see these as causally related—human
impact has caused climate change.
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Causal relations can refer to many different types of
cause and causes that bear varied temporal relations to an
outcome. For example, you are driving a car and go over a
speed bump a little too quickly and a key part of your car
(the engine) drops out on the road as you hear from the
loud sound.

The site of a rather large pile of metal in your rear view
mirror and your car feeling so much lighter suggest a
causal relation between the event (engine loss) and the out-
come (you coasting to a stop).

What is the cause? Well obviously if you had not hit
the speed bump at 80 miles an hour, this would not have
happened, so hitting the bump was one cause. Yet, the
engine may not have been put in correctly to begin with
(not fully tightened or not up to manufacturing specifica-
tions) or over time the connections may have become
increasingly loose. Those are causes too. There may be a
straw that broke the camel’s back, but it was not that straw
alone—but all the other straws and, well, the camel was
pretty old and frail when piling on the straws even began
so that influence is in the mix too. The answer hints at
another point. Be careful in science and certainly in psy-
chological science of the question, “What is the cause?” It is
a lovely trick question that pivots on the word “the.” Often
there is no “the” cause but multiple causes. One might
speak of one of the causes. But if some asks what is the
cause of schizophrenia, or autism, or love of methodology, be
careful; it can be a trick question. Some things seem to have
a single, linear, and recognizable cause (e.g., rabies, broken
leg, PTSD) but even here other influences may contribute
to whether the obvious cause (e.g., bite from an infected
animal, sports or car accident, exposure to sexual assault)
leads to the outcome.

4.3.7: Key Criteria for Inferring
a Causal Relation

Several criteria serve as guidelines for inferring a causal
relation.* Table 4.3 provides key criteria that scientists
use to infer a causal relation. They are viewed as guide-
lines and not as rigid requirements, and all of the require-
ments do not necessarily need to be met to infer cause
(Ward, 2009).

The most familiar criterion in laboratory and clinical set-
tings experimental research is showing that a phenome-
non can be altered by controlling an influence. For
example, a great deal of research focuses on interventions
(treatment, prevention, and educational programs) to
reduce clinical dysfunction, to prevent the onset of dys-
function, and to promote learning and adaptive function-
ing. These studies focus on causal relations, i.e., making a
change at the level of the individual, school, or commu-
nity, for example, will lead to change in the outcome(s)
of interest.



90 Chapter 4

Table 4.3: Criteria for Inferring a Causal Relation
between Variables

Strong association Demonstration of a strong association between
the independent variable or intervention and the

dependent variable or outcome.

Consistency Replication of observed result across studies,
samples and conditions. Inconsistency might
result from operation of a moderator and not
controvert interpretation of critical construct.
Consistency across studies facilitates drawing

causal inferences.

Specificity Demonstration of the specificity of the association
among the intervention, proposed mediator, and
outcome. Ideally, many plausible constructs do
not account for the outcome, with the exception
of one, which strengthens the argument that the

proposed construct mediates change.

Time line Demonstrating a time line or ordering of the
proposed cause and outcome. The ordering and

direction of influence must be clear.

Gradient Showing a gradient in which stronger doses or
greater activation of the independent variable is
associated with greater change in the outcome.
This is often referred to as a dose—-response
relation. If there is no dose-response relation
(e.g., a qualitative or on-off effect rather than a
gradient of effect), that does not refute a causal
interpretation. The relation may be nonlinear
and appear as “no relation” if only tested with a
linear relation. Yet, where there is a gradient, this
contributes to the ability to draw a causal inference.

Plausibility or coher- A plausible, coherent, and reasonable process

ence that explains precisely what the construct does
and how it works to lead to the outcome. The
steps along the way (from construct to change)
can be tested directly.

A causal relation is evident when one alters the
independent variable (deliver it, vary key compo-
nents to influence its effectiveness) and sees a
change in the outcome. Intervening to change the
variable is a strong way to test cause.

Experiment

Are there similar causal relations in other areas?
For example, antibiotics for individuals with a strep
infection often alter not only that infection but also
psychological problems such as tics and obsessive
compulsive disorder in those same patients (e.g.,
Murphy & Pichichero, 2002). Evidence that there is
a causal relation is bolstered if there are analogous
findings in related areas (and there are in this case).

Analogy

These criteria are well known within science and
emerged from a seminal paper (Hill, 1965) that has contin-
ued to serve as a source of discussion and debate (e.g.,
Hofler, 2005).

Intervention research focuses on causes of change,
which may be different from, and not necessarily related
to, the original causes that led to the development of the
problem. For example, psychotherapy, surgery, and medi-
cation (e.g., aspirin) can “cause” change and eliminate a
problem (e.g., anxiety, cancer, and headaches, respectively),
although of course the absence of psychotherapy, surgery,
or medication was not the cause of the dysfunctions to
which they were applied. Related, in referring to a causal

relation, it is important to bear in mind that there may be
many causes. For example, to say that a causal relation has
been shown between smoking and lung cancer is not the
same thing as saying that smoking is the cause of lung can-
cer or the only cause. There may be many causes of lung
cancer, and smoking is one of them—and a strong one at
that. Yet, many people who have lung cancer have never
smoked cigarettes, and many people who smoked ciga-
rettes do not contract lung cancer.

We may know how to produce change (cause) even if
we are not sure of the mechanisms involved. So when a
randomized controlled trial shows that some intervention
led to change, precisely what facet of the intervention pro-
duced change, or what intervening steps (e.g., affect, cog-
nition, and behavior) led to the change in the target domain
may not be clear. This was discussed in the context of con-
struct validity, i.e., knowing that the intervention was
responsible for the outcome but not knowing what aspect
of the intervention was responsible. The study of mecha-
nisms is coming next.

The guidelines to infer causality identified in Table 4.3
are not academic or relegated to the time (1960s) when the
criteria were formulated. For example, I have mentioned
that depression is a risk factor for heart disease. Many
efforts have been made to establish the link and to show a
causal connection.

* Does improving depression reduce heart disease,
attack, or death from heart attack? Apparently no, not
very much, or not consistently.

e What is the role of depression in heart disease?

A recent application of the criteria in Table 4.3 con-
cluded that the link does not meet the criteria in a consist-
ent way and cannot be considered causal (Meijer,
Zuidersma, & de Jonge, 2013). The relation still needs to be
elaborated, and the authors propose that the connection is
related to factors that control cardiac risk, slightly beyond
our present focus. Yet, the key point is that the criteria for
causality were and remain a useful guide. Also, as a guide
to research one might peruse the criteria for causality and
use one of them to challenge or test a currently held view
that causality is involved in some relation of interest or
active study.

4.3.8: General Comments

Correlation, risk factor, protective factor, and causal rela-
tions are key concepts that guide research. I mention them
here because they are a source of ideas. As one begins one’s
research, perhaps there is a topic of interest (e.g., obsessive
behavior, heroism, friendliness, emotion regulation). One
way to proceed further is to ask, what facet (e.g., correlate,
risk factor) of that do I want to study? The concepts we
have discussed in the previous section are one way to



consider how to proceed to the next step. The concepts are
important to understand for interpreting research, but they
also can be useful as a guide to developing the research
idea. From the discussion, establishing causal relations is
an ideal we seek and to achieve that manipulation of some
phenomenon to show we can change it is the optimal
strategy. Yet, it is always important to keep in mind manip-
ulation of variables to demonstrate cause is not always
possible or necessary.

4.4: Moderators, Mediators,
and Mechanisms

4.4 Compare moderators, mediators, and mechanisms

Another source of research ideas is to focus on modera-
tors, mediators, and mechanisms. These are worth deline-
ating separately because of their importance, relation,
frequent confusion, and rich sources of opportunities for
developing studies. Table 4.4 provides an easy reference to
summarize the definitions, and each is elaborated here.
Each is a source of research ideas and an even better
source of confusion.

Table 4.4: Moderators, Mediators, and Mechanisms
Defined

A characteristic that influences the direction or
magnitude of the relationship between an inde-
pendent and a dependent variable. If the rela-
tionship between variables x and y is different
for males and females, sex is a moderator of
the relation. Moderators are related to media-
tors and mechanisms because they suggest
that different processes might be involved
(e.g., for males or females).

Moderator

Mediator An intervening variable that may account
(statistically) for the relationship between

the independent and dependent variables.
Something that mediates change may not
necessarily explain the processes of how
change came about. Also, the mediator could
be a proxy for one or more other variables or
be a general construct that is not necessarily
intended to explain the mechanisms of
change. A mediator may be a guide that
points to possible mechanisms but is not
necessarily a mechanism.

Mechanism The basis for the effect (i.e., the processes or
events that are responsible for the change; the
reasons why change occurred or how change

came about).

Moderated Mediation The strength or direction of the relation of a
mediator depends on some other variable.

That other variable is a moderator.

NOTE: If these are difficult to remember, use the alternative definitions from
everyday life. A moderator is someone who is the host on a quiz show; a mediator
is someone who helps handle disputes (e.g., among divorcing partners, unions,
and management).
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4.4.1: Moderators

Moderator refers to some characteristic that influences
the direction or magnitude of the relation between the
intervention and outcome.

If the effect of an experimental manipulation varies as a
function of characteristics of the sample (e.g., sex, ethnicity,
temperament, genetics, and neural activity) or setting (lab-
oratory, clinic, at schools), these characteristics are modera-
tors. We discussed moderators in the context of external
validity or generality of findings. Will a particular finding
generalize to all subjects, all ages, all settings, and all other
conditions, or will it be moderated (influenced) by some
other variable?

We know about moderators from everyday life. For exam-
ple, we know that all people who smoke cigarettes or
gorge on high junk food daily do not suffer the likely con-
sequences (e.g., cancer, heart disease, and may other
untoward health consequences). That statement is an
informal way of referring to moderators. That is, the rela-
tion of smoking or junk foods and the deleterious out-
come is influenced by some other variable(s). Those other
variables are called moderators.

Consider an example of a moderator pertinent to clini-
cal dysfunction and everyday life. We know from our daily
lives that a variety of annoyances and stressors can occur
with some days much worse than others. These experiences
on a daily basis can affect our mood and make our mood
more negative. Makes sense—bad things happen and we
are in a bad mood. Yet the relation is moderated by whether
we are prone to rumination. Rumination is a way of respond-
ing to distress and involves focusing one’s attention on one’s
negative emotional state and repetitively thinking about
current feelings, causes, and potential consequences of that
state (see Nolen-Hoeksema, Wisco, & Lyubomirksy, 2008).

In one study, college students kept daily diaries about
unpleasant events (e.g., related to social or academic stress-
ors) that occurred, their mood, and their ruminations.
Considering days with more unpleasant events, negative
mood was much more likely when rumination levels
were also high (Genet & Siemer, 2012). That is, the level of
rumination moderated (influenced, altered) the relation of
unpleasant events and negative mood. This is important
because we know now that mood is not merely a function
of the negative events. Yes, they contribute, but one’s style
of processing those events is critical as well.

Moderators can be important in treatment studies. In
fact, the dominant question that has guided psychotherapy
research has been all about moderators, as illustrated by,
“What treatment, by whom, is most effective for this indi-
vidual with that specific problem, under which set of cir-
cumstances?” (Paul, 1967, p. 111). The question continues
to receive prominence as the treatment agenda to guide
research (e.g., DeRubeis et al., 2014; Kraemer, Frank, &
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Kupfer, 2006; Roth & Fonagy, 2005). And one can see why
the question of moderation is so important. Invariably no
matter what form of treatment (e.g., psychological, phar-
macological, surgical), some individuals do not respond.

e Who are these individuals?

¢ What is the moderator(s) that differentiates those who
do or who do not respond or influences the degree of
responsiveness would be a moderator?

4.4.2: Moderator Research

What is new about moderator research in relation to clini-
cal phenomena is the range of moderators studied and
how they are studied (e.g., more neuroimaging). For
example, cognitive behavior therapy is an effective inter-
vention for anxiety and depression.

A recent study found that treatment outcome was influenced
by two moderators: severity of anxiety before treatment
and how patients processed emotional facial expression,
as evaluated during a brain imaging (fMRI) task (Doehrmann
et al., 2013). Precisely why and how emotional processing
moderated the outcome is not known but may generate
important leads about social anxiety and perhaps as well as
how treatment achieves its change and how the brain is
altered by treatment.

Perhaps a relevant answer to some of the questions is
another moderator study showing that facets of brain
functioning (glucose metabolism in the right anterior
insula) in areas of the brain that relate to depressive
symptoms as well as affective and cognitive processes
(e.g., emotion regulation, decision making, cognitive
tasks) can serve as biomarkers, i.e., biological moderators
of treatment (McGrath et al.,, 2013). In this study,
depressed patients were evaluated (using positron emis-
sion tomography or PET scan) and assigned to treatment
(medication or cognitive therapy). The level of glucose
activity (over or under) predicted responsiveness to treat-
ments. For example, cognitive therapy patients with low
activity responded much less well to treatment and were
more likely to experience remission (return of the dys-
function). This is enormously important as a line of work
because directing patients to treatments likely to work
and away from those unlikely to work are pivotal goals
of moderator research. In addition, brain activity bio-
markers may suggest why and how moderators may
work and targets for intervention.

The importance of moderators is easily conveyed in
more everyday life examples that show the relation
between variables can be drastically altered based on a
moderator. We know, for example, that a diet rich in fish
can lower the risk of heart attack. Dark fish (e.g., red
salmon compared to cod or sole) especially is beneficial
because of the high content of omega-3 fatty acids “good
fats.” The benefits of fish, dark or not, appear to operate by

lowering inflammation (related to heart disease), blood
pressure, and cell damage. So fish is healthful, generally
speaking! There is a huge moderator I have not mentioned
that changes the story. The benefits of fish are moderated
by how the fish is prepared. If the fish that is eaten is
broiled or baked, the risk of heart attack is reduced. If the
fish is fried, the risk of heart attack is increased (Belin et al.,
2011). This was evident in a prospective study of over
84,000 women (ages 50-79) followed for an average of
10 years. In short, whether fish help or hurt (decrease or
increase risk of heart attack) depends on how it is pre-
pared. Clearly moderators can be very important.

Moderators are used as a basis for designing studies.
Consider what variable might make a difference or
change the relation between two other variables? Or you
read a finding and say, “that cannot be true or always
true.” Now go ahead and show when the finding does and
does not hold, i.e., because of some other third variable
or moderator.

4.4.3: Mediators and Mechanisms

I have mentioned cause or causal relation and that is a use-
ful point of departure for describing mediators and
mechanisms. We begin with an intervention that we
know causes some change. For example, exercise is an
effective intervention to reduce clinical depression as
attested to in controlled trials (e.g., Blumenthal et al.,
2007). From such demonstrations, we can say that an
intervention caused the change, as that term is used in
science. Demonstrating a cause does not say why the
intervention led to change or how the change came
about. To evaluate how change comes about, research
often looks at mediators and mechanisms.

Mediator is a construct that shows a statistical relation
between an intervention and outcome.

This is an intervening construct that suggests processes
about why change occurs or on which change depends.
Mediation is evident when several conditions are met:

1. The intervention (e.g., exercise) leads to change on
outcome measures (e.g., depression).

2. The intervention alters the proposed mediator (e.g.,
perhaps stress level is proposed to serve that role).

3. The mediator is related to outcome (stress level is
related to symptoms).

4. Outcome effects (changes in depression) are not evi-
dent or substantially less evident if the proposed me-
diator (stress in this example) did not change.

It is possible that exercise only was effective if stress level
changed in the process of treatment. That would suggest
mediation. It is also possible that exercise helped reduce
depression even if stress levels did not change, which
would suggest that something else about exercise may
account for the change.



These relations convey that change was mediated (e.g.,
correlated with, depended on) by some construct. Figure 4.1
shows a simple schematic to conceptualize mediation and
puts into a picture the thousand words I used to describe
the same material.

Figure 4.1: Mediation Model

Mediation model involving independent variable, dependent variable,
and a proposed mediator.

Mediator
Variable
A B
Independent Dependent
Variable C Variable

Figure 4.1. Simple illustration of a mediation model
and a hypothetical example involving an independent var-
iable or manipulation (exercise) and dependent variable
(depression) and a proposed mediator (stress reduction).
The hypothesis is that the independent variable or manip-
ulation (e.g., exercise) is effective in changing the depend-
ent variable (e.g., clinical depression). That can be tested by
a randomized controlled trial that evaluates exercise and a
control or comparison group (e.g., another treatment, no
treatment). The study of mediation goes further and
hypothesizes that exercise works or achieves its effects
because of some intervening process (e.g., stress reduc-
tion). That is, exercise works because it reduces stress and
that is why depression is decreased. This means further
that exercise may not work at all or very well unless stress
is reduced. This is a hypothetical example. Many statistical
tests are available to evaluate the relations among variables
(A, B, Cin the figure) to see if the results are consistent with
the hypothesized mediator as an explanation the connec-
tion (C) between the intervention and outcome.

Even when the conditions are met, considerable ambi-
guity can remain about the precise role of the mediator.
Mediation may be partial (some relation but not very
strong or complete). Also, the mediator might serve as a
proxy (stand for) for one or more other variables with
which it is correlated. More critical, the mediator may not
and usually is not intended to explain precisely how the
change comes about. Once a mediator is identified, the
investigator may speculate what about that mediator leads
to change and how that change comes about, but the dem-
onstration of a mediator per se usually does not show that
latter level of detail. Thus, mediation gets us closer to
understanding what might be involved in change pro-
cesses. In the hypothetical example, it could be changes in
stress. That can be very helpful in directing next steps.
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By and large, mediator is a statistical relation and
points to key constructs that might well explain processes
involved in change.

Mechanism refers to a greater level of specificity than
mediator and reflects the steps or processes through
which the intervention (or some independent variable)
actually unfolds and produces the change.

Mechanism explains more about underlying processes
and how they lead change. Multiple studies may be essential
to find out how change occurs and these studies often com-
bine basic (e.g., animal laboratory) as well as clinical studies.

For example, we know that antidepressant medication
influences a special protein that stimulates growth and dif-
ferentiation of neurons and synapses in the brain, especially
the hippocampus (see Duman & Aghajanian, 2012).> We
also know from several studies with humans that major
depression is characterized by low levels of this protein
(BDNF) and that these levels increase after successful anti-
depressant treatment (Sen, Duman, & Sanacora, 2008). In
nonhuman animal studies (rodents), antidepressant effects
can be manipulated experimentally to isolate the processes
involved in change (e.g., by placing the protein into the hip-
pocampus directly, by gene-knockout studies and blocking
studies negating the operation of the protein). (Depressive
behavior in animals is often evaluated by learned helpless-
ness responses and forced swimming tasks.)

Also, in keeping with our ongoing example of exercise,
manipulation of exercise in animal studies leads a thera-
peutic-like antidepressant effect (task performance) and
alters the protein considered to underlie depression and
change (e.g., Duman, Schlesinger, Russell, & Duman, 2008;
Shirayama, Andrew, Chen, Russell, & Duman, 2002). These
studies move very far in identifying precisely what is
involved in successful intervention and symptom change.
Exercise affects a protein associated with depression and
may be one way in which exercise operates in human
depression. This is more specific than mediation (statistical
relation of constructs) and begins to point to underlying
processes that are altered. More work is needed of course.
How does a change in a specific protein lead to changes in
affect, behavior, and cognitions associated with depression?

4.4.4: Tutti: Bringing Moderators,
Mediators, and Mechanisms
Together

For presentation, I have treated the concepts separately and
simply but they go together. As a case in point, moderators
can help elaborate mediators and mechanisms of action.
Consider an example of the effect of experience during
childhood on subsequent criminal behavior, where a
genetic characteristic is a moderator. Children with a
history of physical abuse are at elevated risk for later
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antisocial behavior (e.g., criminal acts, aggression, domes-
tic violence) (Child Welfare Information Gateway, 2006),
even though most people who are abused as children do
not engage in antisocial behavior later in life. A genetic
characteristic moderates the relationship. Maltreated chil-
dren with a genetic polymorphism (related to the metabo-
lism of serotonin) have much higher rates of antisocial
behaviors than those without this polymorphism (see
Anholt & Mackay, 2012).° My description so far makes it
easy, namely, one moderator. Yet more findings can be
brought to bear. First, the relation I have noted (the poly-
morphism is a moderator) applies to boys rather than girls.
Also, when maltreatment is severe the moderator has less
of an influence, i.e., severe maltreatment promotes antiso-
cial behavior with or without the polymorphism. One can
see why one needs more research and finer-grained analy-
ses. Findings are not merely of the nature boys are different
from girls.

So far, this is a fascinating illustration of moderation—
the outcome physical abuse depends on another variable
(moderator). However, closer scrutiny may hint at mecha-
nism. The gene that encodes a serotonin related enzyme
(the MAO-A enzyme) is linked with maltreatment vic-
timization and aggressive behavior (Caspi et al., 2002).
A rare mutation causing a null allele (absence of the criti-
cal characteristic) at the MAO-A locus in human males is
associated with increased aggression. Gene knockout
studies in nonhuman animals show that deleting this
gene increases aggression. Restoring this gene expression
decreases aggression.

In one sense we have identified a moderator: The
influence of an independent variable (abuse in the home)
and outcome (antisocial behavior years later) is moderated
by some other characteristic or variable (MAO-A allele).
Clearly, we have much more because the moderator
points to possible genetic, neurological, and molecular
underpinnings (see Anholt & Mackay, 2012; Heinz, Beck,
Meyer-Lindenberg, Sterzer, & Heinz, 2011). The ability to
increase or decrease aggression with genetic manipulation
meets many of the criteria for causal relation noted earlier
(Table 4.3). We do not know how the allele and abuse
traverse specific steps through which aggression emerges,
but we are getting closer by showing that manipulation
can lead to change. Also, other findings show the neural
mechanisms through which the genetic influence is likely
to operate (Meyer-Lindenberg et al., 2006). The MAO-A
allele is associated with diminished brain circuitry related
to impulse control that would promote aggression. In
short, this example illustrates how the study of a moderator
might well lead to insights about mediation and then to
possible mechanisms of action.

Itis possible that the mediator or mechanism of change
varies as a function of a moderator variable, a phenome-
non referred to as moderated mediation (Muller, Judd, &

Yzerbyt, 2005; Preacher, Rucker, & Hayes, 2007). (If at any
point, the reader is confused about moderation and media-
tion and how the terms are used, there is a help center
available 24 /7 online for those in need [Jose, 2008].)

Moderated mediation occurs when the strength (or direction) of
the relation of the mediator to outcome depends on the level of
some other variable.

Understanding this begins with recognition that a
given outcome can be reached through different means
(mediators). For example, from well-controlled experi-
ments, we know that intelligence quotients (IQs) can be
increased in children in diverse ways, including dietary
supplements, early educational interventions, interactive
reading with a young child, and sending a child to pre-
school (Protzko, Aronson, & Blair, 2013). Thus, a single
outcome (higher IQ) has many paths, and these paths
may reflect different mechanisms leading to an outcome.
The different mechanisms depend on other variables
(moderators), which are experiences to which the chil-
dren are exposed.

Moderated mediation is evident when subgroups are
identified or emerge. This was evident in a psychotherapy
study (12 months of psychodynamic therapy) in which
treatment was evaluated with measures of symptom
change as well as brain metabolism (Lehto et al., 2008).
Atypical depressed patients, categorized in advance,
showed metabolic changes in response to treatment, but
other depressed patients did not. This can be discussed as
an example of different mediated processes in the brain as
a function of subtype of depression.

4.4.5: General Comments

Many concepts and examples were provided; each can
serve as a way of prompting the focus of a study. In devel-
oping a study, consider what may influence the findings so
that they are stronger or weaker based on some other vari-
able (moderator). It is likely that many influences we con-
sider to be universal in fact vary as a function of some other
variable, including such strong influences as culture and
ethnicity. We discussed this previously by noting that
findings obtained with WEIRD college students (Western, Edu-
cated, Industrialized, Rich, and from Democratic Cultures)
often do not generalize to individuals in other settings and
of diverse cultures (e.g., Henrich, Heine, & Norenzayan,
2010a, b). That is, culture (and other characteristics) can be a
moderator. Now mediators might be proposed to identify
what precisely about culture might be a critical construct to
help explain the processes involved.

Moderation is pervasive, which is why methodolo-
gists are fond of the expression, “Everything in modera-
tion.” In stating this, they do not mean Aristotle’s advice of
not doing anything in excess. The methodological version
is more profound. As you search for research ideas, look to



findings of interest and ponder what might moderate the
relations that were demonstrated. Be critical of your
favorite study (especially if it is your own) and challenge
the finding by noting for whom that finding is not likely to
occur and why. Now you have the idea for a study.

Mediation too receives considerable attention as the
impetus for a study. Here one identifies possible explana-
tions of the effects that have been demonstrated. This is
the substantive (rather than methodological) part of con-
struct validity.

Precisely what is the construct that explains the effect?
Could it be expectations, novelty, reduction of stress, increase in
hopefulness, and so on? Mechanism of action or precisely what
underlying processes are involved is yet a more fine-grained
analysis and relatively few studies work at that level.

Among the key issues to remember is that it is likely
there is no one moderator, mediator, or mechanism to
explain a given relation. In all of the research highlighted
here, it is important to have a theory or hypothesis. One
does not blindly throw in moderators or mediators just to
see. One begins with a view about what is going on and
why, and moderator and mediator studies test that.

4.5: Translating Findings
from Research to Practice

4.5 Identify characteristics of the full process
of translational research

The notion of translational research or ways of moving basic
findings so they reach people in need has received increased
emphasis in recent years. This is worth some discussion
because one source of ideas for a study maybe “transla-
tional.” That is, consider how a finding might be extended to
clinical use or even larger-scale application. The full process
of translational research is characterized as moving a research
finding from “bench” (basic, laboratory research, often with
nonhuman animals), to bedside (application for patients), or
to the community (application on a large scale, perhaps a
population scale if relevant to public health). Before elaborat-
ing these concepts, consider some background briefly.

4.5.1: Basic and Applied Research

Long before the term, translational, there has been a well-
recognized distinction between basic and applied research.

Basic research usually has one or more of the following
characteristics:

* Provides a test of a proof of concept or theory to iden-
tify what can happen

* Makes an effort to understand a phenomenon of
interest under highly controlled conditions
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¢ Isolates processes or variables in ways that might not
be how they appear in nature

* Uses nonhuman animal models that allow special
evaluation or observation of a key process

e Uses special circumstances (e.g., procedures, equip-

ment) that allow control or assessment of effects not
otherwise available

For example, basic research studies on mice might con-
trol the experiences they have being raised under varied
mothering conditions or whether some genetic component
is “knocked out” to see whether it influences later aggres-
sion, obesity, or cooperation. Also, many such studies are a
proof of concept test. The goal is to identify what can hap-
pen. The terms “bench research” and “lab research” also
have been used to characterize basic research, and there
have been no formal or consistent delineation or distinc-
tions among these terms and basic research.

As an illustration, we have known from extensive years
of basic research with many species that calorie restricted
diet, can slow the aging process, and reduce rates of death
from many of the diseases associated with aging (e.g.,
Heilbronn & Ravussin, 2003; Roth & Polotsky, 2012). We refer
to this as basic research because the goal was to provide
artificial circumstances, quite different from what they would
be in nature, and evaluate how rather severe restriction
influences aging. This work has been important not merely
to show that aging can be slowed, but also to understand the
biological underpinnings. Thus, research has looked at
precisely what calorie restriction does at cellular and
molecular level to identify the mechanisms involved (e.g.,
Kume et al., 2010).

That basic research is fundamental but does not instan-
taneously lead to findings that help us right now to age
more slowly. The calorie-restricted diet (20-40% reduction
in calories) is not readily feasible because it is much more
than merely cutting back on breakfast nachos and snacks
while watching movies. Yet, that is not the criterion for
evaluating the value of the research. Rather the goal is to
understand aging, and this can be accomplished by
describing and explaining what happens with calorie-
restricted diet. Perhaps once we understand precisely how
calorie restriction works to alter aging, we might be able to
influence or control antiaging effects without the calorie-
restricted diet. That is, calorie restriction does many things
to the body and perhaps those can be achieved in other
ways, i.e., without calorie restriction.

4.5.2: Distinguishing Applied
Research from Basic Research

Applied research is distinguished from basic research and
usually has one or more of these characteristics:

* Provides a test that focuses on an applied problem
that may be of direct benefit to individuals
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¢ Tests what can happen in contexts and real-life set-
tings (e.g., schools, clinics, at home)

e Makes an effort to have impact (e.g., reduce symp-
toms, improve test performance or competence) and
may have a practical component of helping in addi-
tion to answering an important research question

¢ May isolate influences (e.g., components of a preven-
tion program) but also looks at intervention packages
(e.g., cognitive behavior therapy) that are complex
interventions with many components to see if there
is overall impact

¢ Is concerned from the outset of generality to every-
day settings

As was the case with basic research, not all characteristics
are required in any individual study. Also, once having
highlighted characteristics of basic and applied research,
it is clear that the distinction is clear at the extremes. For
example, it is easy to call research basic when memory
and learning are studied in some nonhuman animal
model on a special task and to call research as applied
when memory and learning are the subject of a large-
scale intervention design to improve student performance
in math. Once one leaves the margins, the distinction is
blurry. The blurriness is “good” in relation to the chapter
because it conveys a bipolar continuum where basic (e.g.,
on the left) and applied research (on the right) can vary
and along multiple dimensions (e.g., how realistic the set-
ting is, how much like the setting to which one might
want to generalize). This continuum provides many
opportunities to do research.

In clinical psychology, there has been a long-standing
distinction between basic and applied research in the con-
text of psychotherapy. The most recent incarnation has
used the terms “efficacy” and “effectiveness research.” Effi-
cacy research indicates that a treatment is conducted under
highly controlled conditions, often with nonclinical sam-
ples. Clients are screened to maximize homogeneity of the
subjects and to provide a strong experimental test. The
emphasis is on internal validity and all the ways to exert
control to demonstrate an effect. Effectiveness research is
designed to evaluate treatment in clinical settings, with
“real” patients, and under conditions more routinely seen
in clinical practice. While internal validity still is important
in such studies, they begin with a strong interest in exter-
nal validity, i.e., developing interventions that can be
applied in every day settings.

One can see right away that this is a bipolar continuum
because research can vary in the extent to which it leads
toward one side (efficacy) or the other (effectiveness) in
varying degrees.

Also, there are multiple characteristics of a treatment
study (who serves as clients, as therapists; degree to which
therapy mimics how it might be used in clinical practice,

whether clients are paid for participating treatment as
often the case in funded research or are charged for treat-
ment, and so on). Each characteristic may move toward
highly controlled and artificial (compared to “real-world”
applications) or closely follow how the intervention would
be used in clinical practice.

Although efficacy and effectiveness are heavily dis-
cussed in clinical psychology, the issue characterizes
research that has applications in many different contexts.
For example, educational interventions including what can
be done to improve learning, school performance, and
graduation rates at all levels of schooling are the foci of
many well-controlled experimental studies (efficacy). Here
too the questions and challenges include whether the
results can be extended to school settings under the condi-
tions without such controls, monitoring, and care (e.g.,
Kratochwill & Shernoff, 2004; Kremer, Brannen, &
Glennerster, 2013).

4.5.3: Translational Research

A concern with basic research has been that many findings
take a long time, often decades, to move from the lab to
helping people in everyday life. This applies to many areas
(e.g., psychological, medical, and educational interven-
tions). Translational research emerged in an effort to move
findings from the lab to clinics more systematically and
quickly. This is discussed in medicine in which basic bio-
logical research may not get translated very quickly to
medical applications. That is the context for referring to
translational research “bench to bedside,” where “bench” is
equivalent to “laboratory” or “basic” and bedside is equiv-
alent to “directly applied.”

There is no single agreed-upon definition of translational
research, and several have been provided (e.g., Bardo &
Pentz, 2012; Woolf, 2008). It is not so much that the different
definitions disagree but rather that many different kinds of
research qualify and hence the type that is emphasized can
vary. It is better to consider the key characteristics of transi-
tional research than any single definition.

Translational research encompasses basic and applied
research issues but has some new features too. The effort
is to unite understanding processes (e.g., clinical dys-
function, disease) and moving them to therapeutic inter-
ventions. That is, from the outset a goal is to develop
collaborations that have in mind both basic research and
its extension.

For example the National Institute of Health has a
“Bench to Bedside” (B2B) research program (see http://
www.cc.nih.gov/cce/btb/). The goal is to foster collabora-
tions or teams of researchers to work together so that the gap
between basic findings and their extension to clinical care
can move more systematically and quickly than the normal
process. That normal process is one in which basic researchers
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and applied researchers have little contact and that is
part of the problem as to why research findings do not
usually get translated very well. The collaborations are
designed to address barriers, “such as the traditional
silos between basic and clinical researchers” (Web site
above, no page).

Translational research also is novel in moving research
in both directions so that it is not only from basic research
to application, but from application to basic studies.

¢ What can we learn from clinical work, from existing
databases, or from complementary and alternative med-
icine (e.g., diet, micronutrients) that may be effective?

¢ From what we observe in clinical settings or practice
(bedside), what can we scrutinize better in basic
research to understand what may be going on?

For example, we know that exercise has all sorts of
mental health benefits, including treatment of a variety of
psychiatric disorders (e.g., Wolff et al., 2011). We can go
back to the lab and try to understand precisely how this
works (e.g., animal models, brain studies, genetic modera-
tors). Perhaps our basic understanding of exercise can
improve on exercise but also identify processes that might
be affected or altered other ways as well (e.g., diet, medica-
tion). As one illustration, we know that exercise alters some
neurotransmitters implicated in many psychiatric disor-
ders (e.g., Wipfli, Landers, Nagoshi, & Ringenbach, 2011),
but scores of other biological markers also change with
exercise (e.g., inflammation, blood cells, circulating pro-
teins in the blood) (e.g., Shanely et al., 2013). Much more
laboratory work is needed to identify how exercise influ-
ences psychological dysfunction. But the larger point is the
one to emphasize, namely, translational research includes
bedside to bench as well as bench to bedside studies. The
thrust of translational research includes keeping these
sides closely connected.

4.5.4: Further Consideration
Regarding Translational Research

Although “bench to beside” is the key phrase that charac-
terizes translational research, the additional term conveys
a broader thrust. Translational research includes “bedside
to community” which means bringing the findings and
applications to others on a larger scale. This means taking
bedside findings, i.e., research that can help individual
patients or groups of patients in relatively small studies to
the level of the community. Community here refers to pub-
lic health interventions that can be scaled up. There are
many models for this. Vaccinations may be among the
most familiar in which very basic studies are done (e.g.,
many animal studies, evaluations of underlying pro-
cesses), and these move to small scale or isolated applica-
tions to monitor their effects. Eventually these move to
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community-wide applications. This is a very slow process.
Translational research is designed to speed this up by
structuring the processes (e.g., via collaborations) and
specifying the need for fluid and bidirectional boundaries
(back and forth from basic to applied and back again).”

Translational research is critical in clinical psychology
and related areas of application (counseling, education,
psychiatry). The development of evidence-based treat-
ments illustrates the problem and efforts toward solu-
tions. There are now many evidence based psychotherapies
for children, adolescents, and adults (e.g., Nathan &
Gorman, 2015; Weisz & Kazdin, 2010). These are well-
researched treatments often with very elegant controls,
meticulous analyses, and clear demonstrations. In some
cases, but certainly not all, the highly controlled studies
are more toward the “bench” side of research (research
settings). All sorts of questions have emerged about mov-
ing these to the “bedside” (patient care in everyday clini-
cal settings). It is still the case that clinical practice is not
using the most well-studied treatments, and when the
techniques are used in clinical practice, their effects are
often diluted. So we can see we have a bench to bedside
issue, i.e., extending controlled research findings to clini-
cal settings. Much research has turned to dissemination of
evidence-based treatments, which includes training prac-
titioners to use treatments and evaluating treatments in
clinical settings (e.g., highly select patients without multi-
ple disorders), and restructuring treatments themselves
(e.g., into modules) that are more bedside friendly (Weisz,
Ng, & Bearman, 2014).

Dissemination is the “bench to bedside” part, namely,
getting well-studied treatments so that they are used in
clinical practice. Yet we also have an even greater bedside
to community issue. Most people in need of psychological
services receive no treatment at all, not even those
nonevidence-based treatments that are in such wide-
spread use. We must do much more to get our treatments
so that they are not only effective, but are used in clinical
applications, and on a larger scale (Kazdin & Rabbitt,
2013). Large-scale and community-level findings have
been more the domain of public health and social policy
than clinical and related areas of psychology (e.g., coun-
seling, school, educational). Yet, the boundaries (of disci-
plines) and type of work in which they engage (bench,
bedside, community) are blurred.

Psychological research is more likely to focus on the
back and forth of research from bedside and bench. For
example, we do not really understand why psychological
treatments work. We need basic studies to reveal mecha-
nisms and to do this research has often drawn on animal
models to study interventions for anxiety and depression
(Davis, Myers, Chhatwal, & Ressler, 2006; Duman &
Aghajanian, 2012). Such work has already led to improve-
ments in treatment research with humans.
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Translational research is discussed in the present chap-
ter because it is very much related to the source of ideas. To
begin, one source of ideas is to consider findings from basic
research (e.g., on learning, memory, emotion, implicit atti-
tudes) and how they might be applied to studies in ways
that relate to everyday life. There may be intriguing experi-
mental findings, and perhaps one can study them in more of
an applied context. For example, priming studies in social
psychology experiments set up artificial (basic, controlled)
contexts to see if human behavior can be influenced and by
ways outside of the awareness of the participants (Bargh,
Schwader, Hailey, Dyer, & Boothby, 2012). This is extremely
important work that provides a proof of concept test and
evaluates fundamental information and brain processes.

Can the finding be moved closer to bedside? Perhaps
the research could be extended to psychotherapy processes
where some priming is used to improve some facet of the
treatment process such as patient disclosure of information
or the therapeutic relationship (e.g., Grecco, Robbins,
Bartoli, & Wolff, 2013). In short, basic findings can be used
as a basis for translating (applying) key principles to more
applied contexts. Even more ambitious, can priming be
used on a large scale for the public good (e.g., improving
nutrition, reducing energy consumption)? Large-scale
application moves from research into other areas, such as
social policy and legislation.

In terms of sources of ideas for research, one might
develop a study by moving from application (e.g., bedside)
to basic research (e.g., bench). Identify applied findings one
finds interesting (e.g., a particular intervention decreased
suicidal ideation or unprotected sex; or reported use of
emotion regulation strategies influenced their response to
stressors in everyday life). Now ask a basic research type of
question about “why” and perhaps begin with a little the-
ory of what you believe is going on. Now design a “bench”
or laboratory study (e.g., perhaps college students, MTurk)
where conditions are dissected or controlled to permit a
test of theory.

There is strong interest in translational research among
funding agencies, researchers, the public at large, and pol-
icy makers.® Among the interest is the question from the
public and policy perspective—what are we getting from all
the research we are funding, and are we helping people? It is
easy to answer the question with a strong “yes,” but it is
equally easy to identify enormous delays in moving evi-
dence to application and to point to large swaths of people
in the United States and throughout the world who are not
receiving preventive and treatment interventions that we
have known to be effective for some time. The comparison
to see where new procedures reach the public more effi-
ciently is evident in business where innovations (e.g., bet-
ter smartphones and tablets, screens for TV viewing) get to
the public as quickly as possible. As you do your research
or read the research of others, consider where it might fall

on the continuum of bench (lab), bedside (applied or clinic
setting), and community (larger-scale application as in
public health) and what might be next steps at the level
(bench, bedside, community) that most interests you.

4.6: Theory as a Guide

to Research
4.6 Define theory

The concepts such as correlate, risk factor, moderator,
mediators, and others do not convey the full range of foci
of investigations, but they illustrate overarching ways of
identifying research problems and sources of ideas. More
generally, the concepts show the important movement
from merely establishing a relation to elaborating critical
features about that relation. The progression of research
from description to explanation, from correlation to cause,
and from research to application as described to this point
may inadvertently imply a crass empiricism, i.e., one
merely tests different types of relations among variables to
see what role they play, if any, or one takes a finding from
one area (e.g., bench) and just tests it in some application
(e.g., bedside). Underlying the concepts that guide research
(and material in Table 4.2) is the investigator’s theory and
that is a critical part of the research process.

4.6.1: Definition and Scope

Theory, broadly defined, refers to a conceptualization of
the phenomenon of interest.

The conceptualization may encompass views about the
nature, antecedents, causes, correlates, and consequences
of a particular characteristic or aspect of functioning as
well as how various constructs relate to each other. There
are many related terms that seem to serve as theory or con-
ceptual underpinnings of a phenomenon of interest. Prime
examples are terms such as approach, conceptual view or
model, theoretical framework, and working model. Theory
and these other concepts are used with great variability;
they also tend to be fuzzy and overlap. For present pur-
poses and as a guide to developing research, theory is an
explanation of what is going on, why and how variables
are related, and what is happening to connect those varia-
bles in specific ways.

Theories can vary in their scope of what they are trying to
explain. In clinical and counseling psychology, theories of
psychopathology and personality have been a central
topic in which diverse facets of human functioning are
explained.

Historically, psychoanalytic theory illustrated this well
by posing a variety of constructs and mechanisms that



were designed to explain intrapsychic processes, child
development, parent—child interaction, dreams, slips of the
tong, and performance in everyday life, psychopathology,
character traits, and more.

Research in psychology has moved away from broad,
all-encompassing views. More circumscribed theoretical
views characterize contemporary research in an effort to
develop specific models or integrated sets of findings and
relations among variables. The conceptual views focus nar-
rowly on some facet of functioning rather than to develop
a grand theory to explain so much. For example, the mod-
els may explain the relation between specific characteris-
tics and a disorder (e.g., hopelessness and helplessness in
relation to depression) and how these characteristics lead
to other features of dysfunction.

A theory provides a tentative explanation of how
variables are related. For example, mother depression
and child adjustment and social functioning are related
(Goodman et al., 2011). A theoretical statement may pro-
pose and test how and why these are related. It may be that
the link is genetic in some simplistic way (the biological
propensity in the parent is passed on in the infant), or bio-
logical in some other way (e.g., hormonal abnormalities
perhaps induced by stress during pregnancy that had
enduring effects of the functioning of parent and child), or
child-parent interaction (e.g., poor bonding and attach-
ment). These all may be important; a theory tries to explain
not only what the connection might be but why. Here tests
of mediators might well be applicable. A test of a mediator
requires a little theory as to the connections between inde-
pendent and dependent variables.

4.6.2: Theory and Focus

Theories can be broad too of course. Broader theories may
be proposed that account for different types of disorders
and how multiple variables come together and operate.
One might include the interplay of biological (e.g., temper-
ament), psychological (e.g., social relations), and contex-
tual (e.g., living conditions) into a network or larger model
that explains how depression or other disorders come
about. There is interest in psychopathology in transdiag-
nostic models, i.e., explanations that go across different
disorders or psychiatric diagnoses. Among the reasons is
that disorders (e.g., depression, anxiety) often have over-
lapping symptoms and multiple disorders often are pre-
sent in the same individuals (comorbidity). Also, there is
now genetic evidence that indicates surprising commonali-
ties among different disorders (e.g., Serretti & Fabbri,
2013). Broad and narrow theories may be needed to explain
how similar beginnings can yield to dysfunction and then
why these branch off into different dysfunctions or symp-
tom patterns. Research on any facet of this could serve as a
valuable source of ideas.
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Apart from the scope of theory, the focus may vary.
Consider three examples.

1. Theory may focus on the origins and nature of a clini-
cal dysfunction or behavioral pattern. Here the theory
would consider conceptual underpinnings and hypoth-
eses about the likely factors leading to the clinical prob-
lem or pattern of functioning, the processes involved,
and how these processes emerge or operate. Perhaps
the theory would consider various risk and protective
factors, paths and trajectories, and how early develop-
ment results in subsequent dysfunction.

2. The theory might focus on factors that maintain a par-
ticular problem or pattern of behavior. Here the theory
might consider the factors that might operate to influ-
ence, sustain, or shape the way in which the problem is
continued, long after the onset is established. Perhaps
the theory would focus on how, why, or when relapse
occurs, i.e., why a pattern is not maintained.

3. The theory might focus on change as in therapeutic
change or changes in development. In the context of
therapy, the theory might consider the necessary, suf-
ficient, and facilitative conditions on which change
depends. There are many other areas where theory
would be relevant. In each case of course, the reasons
are proposed to explain how and why the relations of
interest occur.

The notion of theory can be overwhelming. It implies
broad conceptual frameworks of how the universe came
into being. Also, we have in the back of our mind all-
encompassing theories that required a special brilliance
(e.g., theory of relativity, evolution). Broad theories can be
valuable if they ultimately can be shown to make testable
predictions about a phenomenon. Yet, small and narrow
theories are very valuable. They are important in their own
right and can be expanded as research allows. So in your
study of moderators (or mediators), the “theory” part is
your view of why something would make a difference.
Theory is the opposite of saying, “just because”—we need
a statement of what led you to think that and then what
predictions are you testing based on that.

A way to practice what is required is to think of some-
one in your everyday life who engages in a behavior you
find particularly enjoyable or annoying. Now ask yourself,
“why do they do that?” Our answer is a mini-theory. That
is the easy part. Now move to developing one or two ways
that might test the theory.

For a theory to be a scientific theory, it must generate
testable hypotheses or predictions. In this hypothetical
example, the theory and prediction might be something
like, “If the person does the behavior for the reason I am
proposing, a good test of that would be to see if he or she
does x or y in response to some other situation” or “what
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would make me give up my explanation of why the person
does that?” In everyday life, we usually keep our theories
because they are not put to the test or because cognitive
heuristics help us maintain them, even in the face of coun-
ter or conflicting evidence. In science, we devise the theo-
ries for the purpose of making predictions, testing them,
and revising the theory as needed.

4.7: Why Theory Is Needed

4.7 Report the relevance and benefits of theory in
research

A goal is to understand human functioning and to achieve
that we do not merely accumulate facts or empirical find-
ings. Rather, or in addition, we wish to relate these findings
to each other and to other phenomena in a cohesive way.
For example, an investigator may demonstrate that there
are sex differences regarding a particular disorder, person-
ality characteristic, or cognitive style. However, by itself
sex differences are not necessarily interesting. A theoretical
understanding would pose how this difference develops,
what implications the difference may have for understand-
ing biological or psychosocial development. For example,
recent brain imaging research has identified differences
between women and men in response to hearing infant
cries (De Pisapia et al., 2013). Women, whether or not they
are parents, are more likely to shift their attention in
response to the cry; men continue in the state they were in
(in response to control noises). With this finding, all sorts of
questions about processes involved and the scope of the
differences are raised. Knowing the specific changes in
activation, one might theorize the scope of differences that
might be evident beyond responding to infant cries. The-
ory can help here by suggesting what might be involved
and how that would be manifest in other male and female
differences. From the standpoint of research, theoretical
explanations guide further studies and the data generated
by the studies require emendations of the theory. This is an
important exercise because theory moves us to implica-
tions beyond the confines of the specific empirical relations
and the restricted conditions in which these relations may
have been demonstrated.

One can be more specific about why theories are
needed and the benefits that derive from them.

1. The first theory can bring order to areas where find-
ings are diffused. For example, consider the area of
psychotherapy. We know there are hundreds and hun-
dreds of psychological treatment techniques and the
number continues to grow (e.g., Kazdin, 2000). Theory
could bring unity to this area. Perhaps there is a small
set of common mechanisms or processes that could be
identified that span several treatments. Assume for a

moment that many or most of the treatments are effec-
tive (although the vast majority have never been stud-
ied in any empirical investigation), and it is unlikely
that all the treatments work different reasons. Indeed,
it is quite unparsimonious to begin with that thought.
There might be a few theories that account for how
change comes about and that unite the disparate treat-
ments and their findings.

The second theory can explain the basis of change and
unite diverse outcomes. Again, using therapy as an
example, all sorts of changes occur in treatment. Of
course, therapy changes various social, emotional, and
behavioral problems for which individuals often seek
treatment (e.g., depression, anxiety). In addition, ther-
apy improves symptoms of physical health, including
indices of serious disease (e.g., heart disease, diabetes)
(e.g., Hardcastle, Taylor, Bailey, Harley, & Hagger, 2013;
Harkness et al., 2010; O’Neil, Sanderson, Oldenburg, &
Taylor, 2011). How can these effects occur? The answer
entails a theoretical statement, which is merely a ten-
tative explanation that can be tested. Such a statement
when elaborated empirically could greatly improve our
understanding of many facets of human functioning,
beyond psychotherapy.

The third theory can direct our attention to which mod-
erators to study. In any area, there are an infinite num-
ber of moderators that might be proposed. The standard
litany would be sex, age, gender, socioeconomic class,
and the list could continue to encompass all charac-
teristics of people and the conditions and contexts in
which they live. For example, marital satisfaction could
be influenced by scores of characteristics of each part-
ner (e.g., style of emotional regulation, attachment style
developed in childhood, sibling relations, histories of
their parents, current living conditions, personality of
each person, education, similarity of each partner on
any one of the above characteristics, and an endless so
on). We do not want research merely to catalogue what
factors do and do not serve as influences. Not all stud-
ies can be completed, and hence focused attention and
prioritization of what to study are very important. The-
ory points to what we might or indeed ought to look at.

Translation and extension of knowledge to the world,
i.e., beyond the laboratory, is invariably a goal of areas
such as clinical, counseling, educational, organizational,
and other areas of psychology where theory, research,
application, and practice are all important. The best
way to advance application is through understanding
how something operates, i.e., what are the critical
mechanisms? Understanding how and why something
works can be used to optimize the effects of a
particular influence. For example, there is now a keen
interest in seeing if various forms of treatment, well



studied in laboratory, can be effective in clinical practice.
Unfortunately, there is very little knowledge of why
and how treatment works, so we really do not know
precisely what to extend to clinical practice, what
ingredients of therapy are necessary, sufficient, and
facilitative. Without understanding, interventions are
going to be difficult to extend in a way that will be very
effective or at least optimally effective. We will not be
sure what to emphasize and why and what is essential
to include and what can be let go or omitted.

4.7.1: Some Additional Reasons
Why Theory Is Needed

In vastly different context—well maybe not that different
from treatment—security blankets, small stuffed animals,
pets, and parents can comfort very young children in
stressful situations. For example, in one experiment, with
3-year-olds undergoing medical procedures, security blan-
kets and moms were equally effective (compared to no
supportive agent) in reducing stress and providing blan-
kets and moms did not surpass the benefits of the separate
support source (Ybarra, Passman, & Eisenberg, 2000). It
would be very informative to understand a range of pro-
cesses (e.g., biological and psychological) that are involved
in southing a child. It may be that people in general can be
comforted in several ways and understanding the different
ways and commonalties in how they operate would require
theory and research. The knowledge once gained might
well have broad implications for allaying fear, addressing
loneliness, and teaching coping, in relation to children but
adults as well. We might, for example, have many different
ways of comforting individuals. It would be useful to
know if some are more effective than others and whether
there is an optimal way of matching source of comfort (e.g.,
a decadent chocolate dessert, meditation, warm showers)
based on knowledge of moderators—what source for what
type of person or setting?

Returning to moms and security blankets, most of us
probably believe that there are circumstances in which
moms are “better” at allaying children’s fears and stress.
It would be useful to theorize why and then under what
circumstances moms are better than blankets. There is
more here than just comparing blankets and moms but
understanding similarities and differences among com-
forting influences. Without more research, one would not
want to make a “blanket” statement that the influences
are the same.

Overall, the goal of science is to understand and this
entails connecting empirical relations with statements of
mechanisms and process. We do not only want to know
that the universe is expanding but to understand how and
why. There may be implications for understanding our
origins better but also for drawing on novel resources (e.g.,

Ideas that Begin the Research Process 101

for energy, light). Similarly, we do not only want to know
that most crime among adolescents is committed while
youths are under the influence of an illicit substance (e.g.,
alcohol, drugs), but why. It may be simply that inhibitions
are reduced and restraints that thwart lawbreaking are
reduced, but it may be other influences as well such as
selection (those who abuse illicit substances are more likely
to commit crime whether they use the substances or not, or
peer relations in which substance use occurs foster crime,
and so on). The value of understanding is critically impor-
tant, in this case, to intervene to reduce or possibly prevent
the problem.

4.7.2: Generating Versus Testing
Hypotheses

In beginning a single study or a research career, investiga-
tors often are encouraged to start with a theoretical state-
ment or model of the variables of interest and then to test
the model empirically. Testing hypotheses based on a con-
ceptual view is sometimes seen as the better and indeed
the only way to develop and conduct research. However,
this emphasis raises an immediate dilemma.

Where does one get a conceptual view to begin with?

Clearly, there is no substitute for brilliance and keen intuition
for generating explanations about why things are the way
they are. Also, there is also no substitute for close-up obser-
vations and contact with the phenomenon of interest. Meet-
ing, working with, and participating in the situations or
contexts one wishes to understand generate reams of ideas
about what needs to be studied, what is really interesting,
and what processes are involved. Obviously, if one is inter-
ested in domestic violence or suicidal ideation and attempt, it
is important to work with individuals directly who experience
these circumstances and conditions. Observing can be very
helpful if for no other reasons than dispelling stereotypes that
may have led your research astray or more nuanced identify-
ing stereotypes that have a strand of truth that ought to be
clarified. | mentioned the importance of the case study previ-
ously as a way to generate research ideas. Contact with the
phenomenon of interest is the same point whether one or
two cases or exposure to a setting.

Qualitative research is a methodology not taught very
much in undergraduate or graduate programs in psychol-
ogy in the United States, but that is quite relevant as a
source of ideas and theory. A characteristic of qualitative
research is to conduct in-depth or intensive interviews of
individuals and groups who experience a particular situa-
tion or show a special characteristic. From such interviews,
one can develop in systematic ideas about what are key
dimensions of a problem and what needs to be studied.
In qualitative research, the term grounded theory is used to
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denote that hypotheses emerge from intensive observa-
tions of the phenomenon, i.e., theory comes from and is
grounded in observation. I mention the issue here because
it is easy to say here that ideas will flow once one works
with the phenomenon of interest. It is likely that this is too
nebulous to be of much help. However, there are system-
atic ways in qualitative research to speed this process by
meeting with individuals and groups with special experi-
ences of interest to the investigator and to move from
description to explanation.

4.7.3: Further Considerations
Regarding Generating Versus
Testing Hypotheses

Within psychological research, often there is reluctance in
interviewing or chatting with subjects in formulating
research ideas. This is understandable because psychologi-
cal research utilizes many different animals (e.g., nonhu-
man primates, pigeons, mice, rats, Caenorhabditis elegans,
reptiles, fish, dolphins, bats, foxes, voles, drosophila,
spiders, honeybees, leeches, crayfish, snails, and cock-
roaches).” For most of these, having a focus group or chat-
ting about how they experience phenomena of interest
may not be informative. Also, for so many topics (e.g., per-
ception, memory) and dependent variables of interest (e.g.,
different types of neuroimaging), subjects may not be able
to report on the topic of investigation (e.g., “Hi, I wanted to
chat with you about what parts of the amygdala might
light up when I ask you to imagine . . . .”). With the obvious
out of the way, it still may be important to communicate
with individuals who experience the phenomenon of inter-
est. Humans often cannot report on influences or reasons
guiding behavior, but it is often useful and meaningful to
listen to what they have to say to direct one’s attention to
questions or topic of interest. Qualitative research is a very
systematic way to do this, but less formal focus groups and
interviews can be helpful too.

Within psychology, purely descriptive research that is
not guided by a strong conceptual view is often looked at
negatively at worst or ambivalently at best. There is some
basis for concern about research that might merely study
the relation of any two (or more variables) whether or not
the case is made that these variables and the relation are
important or have implications for anything. For exam-
ple, one could study length of one’s hair and propensity
for depression, blood pressure and shoe size, and atti-
tudes toward government and one’s toothbrushing habits
(this last one was my undergraduate thesis, I might add).
The rationale might be that one is merely describing a
relation to generate a conceptual view. In the extreme,
any line of work can be made to seem odd. Clearly, there
needs to be some basis that the phenomenon of study has
some interest and that the study, if not based on theory,

might well be useful in generating relations that would
be informative.

Some examples might make the point.

What happens to individuals when they drop out of therapy
very early?

In my own work, there was no strong theory to pursue
this question or to make predictions. As might be expected,
many people who leave therapy early are doing poorly,
i.e., have not changed appreciably in the clinical problems
that brought them to treatment. Describing who leaves early
and improves and who leaves early and does not might well
generate some interesting data about therapeutic change
and attrition. This is not a theory-based line of work but
could and eventually did lead to some theory about who
drops out of treatment and who stays in but profits less (e.g.,
Kazdin, Holland & Crowley, 1997; Kazdin & Whitley, 2006).
The work began with interest in describing a problem
(dropping out of treatment) and evaluating different out-
comes (who still gets better and who does not) and from
that the possible reasons why.

As another example, among individuals who have a
heart attack, those who experience depression are more
likely to have another heart attack and to die from it (e.g.,
Glassman, Bigger, & Gaffney, 2009). Descriptive informa-
tion about those who have a heart attack and depression
but do not have a second heart attack or those who have a
heart attack, no depression, and who do have a second
heart attack could be quite informative. Moreover, such
research beginning purely at a descriptive and correla-
tional level can readily prompt hypotheses that go beyond
the data and build theory. For example, mechanisms
(e.g., biological processes, coping processes) that connect
depression and heart attack are likely to emerge from such
studies. If we could, for example, look at one group of indi-
viduals (those who have a heart attack and are depressed)
and follow the outcomes (those who have a second heart
attack and those who do not), we have the descriptive
beginnings of potential factors (protective factors)
involved. Now we try to explain those protective factors
(mini-theory) and come up with some tests of our theory.
In an ideal world, we would identify some factors we
could manipulate to see if we can reduce the risk of a sec-
ond heart attack. It is all in here—like a research salad with
correlates, moderators, mediators, and a little theory and
now garnish with some parsimony (parsley) and we have
contribution to basic and applied research as well as a
research career.

The goal of research is to understand and theory
plays a central role in bringing together multiple varia-
bles and processes. Although it is important we end up
after several studies with an explanation of what is
operating and why with a given topic, we need not start
with a conceptual view. Stated another way, we demand
of most researchers that they begin their write-up or



article with a conceptual statement (a model or theory)
followed by predictions. It would be equally useful per-
haps to light this demand and make it more flexible so
that researchers must either begin or end their write-up
in that way. Research that attempts to describe and to
generate hypotheses for further research might not
begin with a theoretical statement and predictions.
However, at the end of the article (Discussion section)
the study might well connect what has been found with
some theory and make predictions that are followed in
a second study.

Good data on a topic are a great basis for developing
theory and a key to understanding. Indeed, it is easy to
see occasional examples of theory-based research where
the information on which the theory was based was so
removed from reality or where the person derived the
theory in his or her office with quite little contact with
the world. Even so, in many cases where mathematical
models are used to describe and then generate predic-
tions, that actually works well. The variables, world, and
predictions are represented symbolically and deriva-
tions are made from them to make predictions about the
world. This is not that common in clinical psychology
but to be encouraged.

The interplay between theory and empirical research
and between explanation and description is reciprocal. I
have noted this section as generating versus testing hypoth-
eses to indicate a tension in the field. However, a good
study can do either and often a superb study does both.
That is, a hypothesis (theory prediction) may be tested, but
the data gathered are used to extend the description of the
phenomenon in ways that beg for further theory. Alterna-
tively, a study may begin with a careful description and
end with a model or conceptual view that can be tested in
subsequent studies.

4.8: What Makes a
Research Idea Interesting
or Important?

4.8 Analyze the causes that make a research idea
interesting or important

The emphasis of the chapter is identifying a research
idea as the basis for a study. As I mentioned, this can be
daunting. It is worth commenting briefly on the quality
of the idea or basis of the study because this is extremely
helpful in selecting among the infinite possibilities of
empirical relations to test. The guiding question of this
section as to what makes a research idea interesting or
important is easy. There are two overlapping ways to
answer this.
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4.8.1: Guiding Questions

The type of question one asks can influence whether the
research is interesting or important. Type refers to a higher
level of abstraction that the very specific hypotheses and
variables one is asking.

For example, a study is likely to be interesting or impor-
tant by the extent to which it addresses:

* Why or how does the question guiding the study repre-
sent something that is puzzling, confusing, or perplexing
in some way (e.g., the effects are sometimes found but
sometimes not and this study might show why or how)?

* Does the study represent a challenge for the field in any
way (e.g., to show the phenomenon, to measure some-
thing that has been difficult to measure)?

* Could the research finding alter people’s thinking on
the topic (e.g., is music beneficial for physical health,
does something seemingly good [nurturing] have any
negative effects, and does something negative [cigarette
smoking] serve any positive outcome)?

¢ Can the research begin a new line of work (e.g., studying
grandparent diet and physical health of their grandchil-
dren—this is not too new, but what about grandparent
upbringing and diet on the mental health of their grand-
children)?

* Does the research advance or require a new explanation
(theory) (e.g., we believe that cognitions play a critical
role in depression but maybe not or maybe not in a sub-
type of depression)?

These questions are useful to mention because they
convey what is likely to make a study interesting (see
Arguinis & Vandenberg, 2014). They also convey that the
bar is high and perhaps unrealistically high for designing a
study and for evaluating a study one is reading. After all,
each study cannot be groundbreaking. Even so, it is useful
to know approximate targets, which the above questions
reflect. Even if one cannot always hit the target, aiming
one’s bow and shooting the arrow in the right direction is
probably wise.

You Do. A second guide to making research interesting
integrates some of the above but is more realistic and
practical.

What makes a study interesting and important? The
answer is “you.” But a little more is needed to explain this.

Researchers beginning in an area or trying to per-
suade someone (e.g., advisors, journal editors) that the
study is important often are quick to note that this study
is the first time something has been investigated. A ration-
ale that something has never been done before is not a
very good case for a study because all sorts of “wild and
crazy and worthless ideas” (to quote comments from a
member of my dissertation committee) can be “firsts.”
Firsts are not so important, at least for that reason alone.
(My proposed philosophy thesis on why Smokey the Bear,
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Atilla the Hun, and Peter the Great shared the same mid-
dle name [the] was definitely a “first” but hastily rejected
as not sufficient.)

4.8.2: More Information on
Generating Guiding Questions

A research idea is important if it can be shown to answer
a question that is important, to fill a gap that is important,
to test some theoretical proposition, or to cast something
in a new or different light.

For example, one can make the case that soldiers returning
from war who seem fine might develop PTSD.

What do we know about that, what is missing informa-
tion, and why is that missing information important? If these
can be answered, the study or research idea may well be
important.

An idea that may be viewed as an important contribu-
tion to the literature often involves focusing on a problem
area or unresolved issue in the specific research area of
interest to the investigator. To develop a study on a prob-
lem or unresolved aspect of a given literature, detailed
knowledge of that literature is extremely helpful. There is
simply no substitute for knowing the area thoroughly.
Reading incisive reviews and individual studies from the
relevant literature is helpful; writing such a review may
even be better. Although there is no substitute for expertise
to generate a research idea that takes an important “next
step,” mastery of the literature can be delimiting as well.
The literature in a given area reflects a set of agreed-upon
assumptions and methods, many of which are accepted on
faith. Drawing upon areas outside of the content area to be
researched frequently adds new dimensions that might not
have been pursued otherwise. Thus, the advantage of nov-
ice researchers often is that their thinking is not confined
by the standard topics, procedures, and methods that have
come to be rather fixed—some for good reason, but others
from tradition.

I noted that what makes a study important is “you”
because it is important to take the reader of a proposal or
publication through the steps to make the case logically
and cohesively; that the topic, study, and foci are impor-
tant; and that the specific issues being studied ask critical
questions. This requires knowing the context of one’s
study, what other research has shown, and what is missing
that is critical to advancing knowledge.

If one is beginning a research career or this is one’s first
project, the focus ought to be on a feasible project that
allows one to do all the steps simply as outlined below.
Rather than trying to play a concert piece or hit a home run
with a head turning, Nobel laureate-type idea, research
begins as a shaping process where one does the steps and
project get more intricate, nuanced, and so on as one’s skill
develops. It is important to know some of the criteria in

determining whether an idea is important—that will be
helpful in designing as well as reading studies. Yet, it is
important—arguably more important—to master the skills
set of developing and writing up one study.

4.9: From Ideas to a
Research Project

4.9 Report the importance of the right idea for a
research project

Deciding what to study and generating the idea for
research can be the most difficult challenge for individuals
starting out. We have discussed many avenues to prompt
that idea for what one wants to study as well as key con-
cepts that can guide the focus of a study.

4.10: Overview of
Key Steps

4.10 Review the steps and decision points to follow
when progressing from research idea to project

Once the idea is in hand, there are of course other steps to
move this from something general to a research project. I
highlight a few of these to place into context the movement
from an idea to a research project.

The process of designing and conducting research project
consists of a series of steps and decision points. One can
easily identify the beginning and end steps for a project
as, for example, reflected in identifying the research idea
as a first step and eventually writing up or reporting on
the completed project as a final step.

There is a way in which there are steps to a research
study as various tasks unfold over time and in a sequence.
Obviously, one must have an idea for the study and that
precedes collecting data and then analyzing the data. Yet,
there is another way less obvious in which the steps are
not in a sequence but are important to work out in some
way all at once at the beginning of a study before any sub-
ject participates. For example, ethical treatment of the
participants and how the data will be analyzed are facets
of the study that are considered at the design stage. In
other words, identifying the idea but also making it into a
researchable project all emerge at the beginning of the
study. Developing a study usually requires a proposal
that is reviewed by an Institutional Review Board or
investigation committee. This is a group charged to eval-
uate the proposal and that evaluation may include all fac-
ets of the study. The reason is that the various facets of a
study are interrelated.



For example, if the research question is not very impor-
tant, or if the design is not suited to the research question,
or if the sample size is way too small, then ethical issues
emerge. Should the subjects be inconvenienced in any way
(even just filling out measures) if the study is poorly
planned and developed? Review committees are apt to say,
“no.” The point here is merely to convey that much of
a study needs to be worked out before any subject is run
because it is wise to do so from a methodological stand-
point and because it usually is required.

4.10.1: Abstract Ideas to Hypothesis
and Operations

The general idea now must move to something more con-
crete and testable. Essentially, one has to identify exactly
what is being predicted. These can be stated as hypotheses
or expectations of what will happen. This is not minor. The
challenge is twofold:

¢ One must make the idea so that it can be tested. That is
the hallmark of a scientific hypothesis.

* Once expressed in a testable form it must be an idea that
can be supported or refuted by the results of a study.

What would be a finding that would be consistent with the
prediction you are making?

If people who are x (e.g., are diagnosed with bipolar
disorder), do ¥ when confronted with a challenge that
would be consistent with my little theory (explanation). In
science we do not prove theories quite this way, but we
make predictions that could be tested and with outcomes
that would be consistent with one’s prediction.

As if not more importantly, what result would occur that
would challenge my theory?

This is critical. Falsifiability has been often considered
a main criterion in scientific research. We cannot unequivo-
cally prove a theory. There may be other explanations. But
we can falsify them a bit more easily. For example, it is
almost impossible to prove the assertion that “all method-
ologists are extremely happy.” We would have to find and
test everyone (including those from the past and those not
yet born). It is easier to falsify this—all we need to do is to
find one unhappy methodologist.

For our theory, we look for ways to test but also to see if
the theory stands up when a possible challenge occurs that
might require rejection or modification of the theory. That is,
we can find something that perhaps disproves the theory or
makes the theory in need of modification. There was skepti-
cal excitement a few years ago in relation to the theory of
relativity. The theory holds that nothing is faster than the
speed of light; then some scientists found that traveling
neutrinos (subatomic particles) in fact were traveling faster.
Headlines hit the news; many tests were run and rerun to
check. If the data were accurate, this would require a major
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modification of the theory and actually many of its facets.
Alas, Einstein’s view survived. A nuance of assessment in
tracking speed gave the appearance of travel that was faster
than the speed of light. Of course, this is science so the topic
is not necessarily closed. For now, the speed of light still
holds as the limit. The excellent feature of all of this was that
in principle there are tests (many actually) of the theory of
relativity that could refute key components.

It is essential to include in one’s view about a study what
it would take to provide evidence inconsistent with that
view. The reason is that we do not want a squirmy theory
that can accommodate seeming exceptions or any finding
no matter how it came out.

In everyday life, this kind of thinking is not required.
So, for example, one can say that a person is “passive-
aggressive” and that usually means they said no to some-
thing or did not do the expected and they were “really”
expressing aggression. The difficulty is that passive-
aggression can explain almost all behavior and is difficult or
almost impossible to refute. Or when something happens
that is clearly inconsistent with one’s view, we can say, “The
exception just proves the rule.” This is all fine in everyday
parlance perhaps, but we cannot have slipperiness with sci-
entific hypotheses. So if the finding comes out opposite
from one’s theory, we would not want to be able to account
for that no matter what happened. That is, for a theory to be
a scientific theory it must be able to be refuted or corrected.

4.10.2: Moving to Operations
Constructs and Procedures

The move to hypotheses is a step toward being more con-
crete about how the idea will fit into an investigation. The
hypotheses will include constructs (concepts), and we need
to move toward making those concrete too. For example,
one might ask at a general level such questions as, “do anx-
ious people tend to withdraw from social situations?” or
“are college students put to sleep by the lectures of their
instructors?” Now we look to key concept (e.g., anxiety,
social situations, and even “sleep”) that seems so straight-
forward. For research, a lot more is needed to bring these
into the realm of a scientific study.

The concepts included in the abstract notion must be
operationalized, i.e., made into operational definitions.

Operational definitions refer to defining a concept on the
basis of the specific procedures and methods (“opera-
tions”) to be used in the investigation.

For example, an operational definition of anxiety could
be physiological reactions to a galvanic skin response
measure of skin resistance and an individual’s self-report
of being upset, nervous, or irritable in several situations.

Greater specificity may be required than noting the
measure. For example, a study might require operational
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criteria for designating anxious and nonanxious individuals.
“Anxious” may be operationalized by referring to persons
who attain relatively high scores (e.g., at or above the 75th
percentile) on a standardized measure of anxiety. Nonanxious
or low anxious persons might be defined as those who attain
relatively low scores (e.g., at or below the 25th percentile) on
the same scale. Specifying the measure and the cut-off criteria
to define anxious and nonanxious groups would clearly sat-
isfy the requirements of an operational definition.

Consider an example of an operational definition as
well as some of the issues they raise. Sexual hooking up
refers generally to “brief uncommitted sexual encounters
among individuals who are not romantic partners or dat-
ing each other” (Garcia, Reiber, Massey, & Merriwether,
2012, p. 161). Such encounters are extensively portrayed in
the media in the United States (e.g., movies, television, and
best-selling songs and books). Approximately 60-80% of
college students in North American colleges have had
some sort of hook-up experience. That can involve a range
of activities (e.g., kissing and touching, vaginal, oral, and
anal sex). The percentage drops to the mid-30s when vagi-
nal or oral sex are used to define hooking up.

Different ways of defining hooking up are used in
research such as casual sex, a sexual relation that lasts
only one night, sex with someone whom one has just met
(excluding previous friends and partners), and sex when
the motive is not related to love, procreation, or commit-
ment (see Garcia et al., 2012).

All of the variants are defensible as operational defini-
tions, and usually are spelled out in more detail than I have
provided here. Three points deserve emphasis:

1. In science it is essential to provide the definition of
one’s constructs, how they will be measured, and cut-
off scores or criteria for meeting the definition if rel-
evant. These are essential for interpreting and trying to
replicate the results.

2. For most constructs we study, there is no definitive,
true, or single definition. Depression, high self-esteem,
self-control, conscientiousness, disgust, emotion regu-
lation, and add your favorite constructs all have been
studied extensively. They vary in their operational def-
initions, and it would be difficult to argue that one is or
is not the correct definition.

3. Because operational definitions can vary across studies,
it is easy to understand why results might not be identi-
cal. In many areas of work, there are long-standing meas-
ures and they are used to operationally define a construct.
For example, to study depression in adults, familiar
measures (e.g., Beck Depression Inventory, Hamilton
Rating Scale for Depression) facilitate comparison and
combination across studies. Reliance on such measures
brings slightly more homogeneity to operational defini-
tions across different studies. That is, after decades of

use, individuals in an area of research have a great idea
about how depressed individuals were in a given study
using these measures. Although hooking up is an active
area of research, there are no standard measures and def-
initions to the same degree there are in a more heavily
researched area of study such as depression.

Selecting measures to evaluate constructs is a key task in
developing a research project. The measures define the
constructs, and it is important to ask oneself, “Does this
measure get at the construct in the way I wish? Is there
a better way of defining the construct?” The support for
a given hypothesis may vary depending on how one
defines the construct, so this is not a trivial task.

A full description of the operational definition is
needed for key constructs. Related, the procedures the
investigator will use need to be fully and explicitly
described. The procedures refer to what happens when
the subject arrives at the study from start to finish. Who
meets the subject, and what does the subject do? When is
the consent procedure presented, what exactly is the
experiment manipulation or experience, who adminis-
tered or provided it, how long did it take, how many ses-
sions were there then, and so on? If the study is done
online, the equivalent would be specifying what the sub-
ject will be doing, exposed to, and in what order. These
are specific to the study and some points I mentioned are
relevant and others not, and some points I have omitted
are relevant. These can be seen from the method section
of articles of published research. The main point: what
the investigator does in a study ought to be transparent
and explicit.

4.10.3: Sample to Be Included

A critical decision is whom to include as the subjects. Much
of research is conducted with college students, and I have
noted previously that there are reasons to question the gen-
erality of results in evaluation of even core psychological
processes (learning, perceptions). The heavy reliance on
college students is complemented increasingly by recruit-
ing subjects from online sources (e.g., MTurk, Qualtrics)
and that tends to be a sample older than college students
and more diverse in their education, occupations, and
stage of life.

The issue at the proposal stage is to consider the matter
explicitly.

Why is this subject pool going to be used?

¢ One answer is that one believes the principle or con-
cept one is testing is not likely to be influenced by
which among the available samples I select.

¢ The more usual answer is one of convenience, i.e., sub-
jects were selected because they could be obtained eas-
ily or within some time frame. That is the one to be
careful of.



The goal is always to provide the strongest test of one’s
hypothesis. That means, what are the best circumstances in
which this hypothesis is likely to be supported? The answer to
that has many facets, including the measures (operational
definitions) but also the sample (that will be used). The
sample issue may be related to providing a strong test or to
external validity. For example, different parenting and chil-
drearing practices may be surveyed and related to work
experience and marital and family relations.

Is a college student sample the “best” or the most cred-
ible? Most college students have not yet been parents, have
not been in the workforce, and do not have a full-time, live-
in partner who also is in the workforce. It may be that one
wants a sample not exposed to the conditions of interest,
but it may also be that it is hard to make the case for a col-
lege student sample for key issues among these variables.
It is important to make the case that the sample provides a
fine, reasonable, or great test of the hypotheses.

Often the goals of a research project in clinical entail
the use of a special population (e.g., to evaluate cognition
in patients with dependence on alcohol or drugs, to follow
children who have been neglected to see their varied out-
comes in young adulthood). Yet even when that is not the
case, it is useful to ask oneself:

¢ Is there a special population that is really a great test of
my hypotheses?

¢ Stated more crassly and strategically, is there a special
group that is very likely to show the predicted results?

One wants to begin research with the strongest test of
a hypothesis. That can begin with careful thought to who
will be selected to participate.

4.10.4: Research Design Options

The research design refers to the arrangement or ways to
arrange conditions to evaluate the hypotheses. There are a
variety of options for research related to how the idea is
evaluated and the conditions in which the study is con-
ducted. The options have implications for diverse threats
to validity and hence the investigator’s conclusions. The
different ways in which the study might be designed will
be discussed later. Here is a preview of major categories to
have in mind.

Research in psychology actively draws upon three major
types of studies: true experiments, quasi-experiments,
and observational designs. Each of these is a family of
designs with many options.

True experiments consist of investigations in which
the arrangement permits maximum control over the
independent variable or manipulation of interest. The
investigator is able to assign subjects to different condi-
tions on a random basis, to vary conditions (e.g., experi-
mental and control conditions) as required by the design,
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and to control possible sources of bias within the experi-
ment that permit the comparison of interest. From the
standpoint of demonstrating the impact of a particular
variable of interest, true experiments permit the strongest
basis for drawing inferences.

A true-experiment is a generic term to apply to studies in which
subjects can be randomly assigned to conditions and the inves-
tigator controls who receives and who does not receive the
experimental manipulation or intervention.

When true-experiments are conducted in the context of
an intervention (treatment, prevention, education), they are
referred to as randomized controlled trials (or RCTs) and
sometimes randomized controlled clinical trials (still RCTs).
The term is used in many disciplines (e.g., psychology, psy-
chiatry, education, epidemiology, and medicine) and refers
to an outcome study in which clients with a particular prob-
lem are randomly assigned to various treatment and control
conditions. In clinical psychology, the now vast research on
evidence-based treatments has relied very heavily on RCTs.
It is useful to be familiar with this term because of its wide-
spread use and because this type of study is recognized to
be the best and most definitive way of demonstrating that
an intervention is effective. RCT often is referred to as the
“gold standard” to convey its special status, but as any sin-
gle method it has its own limitations.

Occasionally an investigator cannot control all features
that characterize true experiments. Some facet of the study
such as the assignment of subjects to conditions or of con-
ditions to settings cannot be randomized.

Quasi-experiment refers to those designs in which the
conditions of true experiments are approximated.

This could mean that random assignment is not possi-
ble because groups are preformed or that random assign-
ment could be used for some groups but not all (e.g., a
control group was added for comparison purposes and
that group was preformed).

For example, an investigator may be asked to evaluate
a school-based intervention program designed to prevent
drug abuse or teen pregnancy. The investigator wishes to
use a nonintervention control group because the passage of
time and influences that are occurring during that time
(e.g., history, maturation, testing, and other internal valid-
ity threats) can lead to change. However, for practical rea-
sons a control condition is not permitted within the school
that wishes the program. The investigator seeks other
schools that will serve as nonintervention control groups
and uses students in these control schools for comparison
purposes. These other schools might be similar (e.g., in
population, size, geography). We have lost the central fea-
ture of true-experiment, random assignment to groups,
and a host of factors (e.g., motivation for change among
administrators) that may differ greatly across conditions.
Already the design is less ideal than one would like. Yet,
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there are many design options and methods of drawing
valid inferences. Quasi-experiments can provide very
strong bases for influences and ought not to be ruled out.
True and quasi-experiments refer primarily to studies
where an independent variable is manipulated by the
investigator, as illustrated by providing treatment or an
experimental condition to some persons but not to others.
A great deal of clinical research focuses on variables that
“nature” has manipulated in some way, as mentioned in
the discussion of subject variables earlier in the chapter.

4.10.5: Additional Information
Regarding Research Design Options

Observational designs refer to a variety of arrangements
in which the variable of interest is studied by selecting
subjects (cases) who vary in the characteristic or experi-
ence of interest.

For example, the investigator might wish to study differ-
ences between cigarette smokers and nonsmokers in rela-
tion to some personality traits or background characteristics,
between marital partners who are in the same occupation
versus those who are not, between males and females, and
between persons who were former prisoners of war and
those who were not. Of course, the investigator does not
manipulate the independent variable, but does identify
groups that vary in the characteristic of interest.

A comparison group or groups are also identified to
control for factors that may interfere with drawing conclu-
sions. Observational studies can provide critical insights
about the nature of a problem, characteristic, or experience,
as I shall discuss at greater length later.

Each of the above type of design is based on studying
groups of subjects. Each group usually receives only one of
the conditions. Occasionally, the general class of designs is
referred to as between-group research because separate
groups of subjects are formed and ultimately compared. A
between-group design includes at least as many groups as
there are experimental and control conditions. (Yes, I know
what you are thinking and it is true—if there were more
than two total groups in the study, it should be called
among-group rather between-group research. I am just the
messenger and between groups is the term that is used.)

In addition to group designs, clinical research also
entails single-case experimental designs. These are true-
experimental designs but can focus on a given individual,
a few individuals, or one or more groups over time. The
underlying approach toward research for group and
single-case designs is the same, namely, to implement con-
ditions that permit valid inferences about the independent
variable. However, in single-case research, this is accom-
plished somewhat differently. Typically, one or a few sub-
jects are studied. The dependent measures of interest are

administered repeatedly over time (e.g., days or weeks).
The manner in which the independent variable is imple-
mented is examined in relation to the data pattern for the
subject or group of subjects over time. Single-case designs
can play a special role in clinical work where the focus is,
of course, on the individual client. Single-case designs can
be used to experimentally evaluate the impact of a given
intervention or multiple interventions. As with group
designs, there are many different single-case designs, with
their own requirements, advantages, and obstacles.

4.10.6: Multiple Other Decision
Points

There are other tasks and decision points in developing the
research. A few critical points are noted here as a preview
of more extended discussions later.

Data Evaluation: How will the results be analyzed is
something to address at the beginning of a study when a
proposal is being prepared.

Among the issues, how many subjects is related to sta-
tistical evaluation, as discussed as part of data-evaluation
validity. Also, it will be important to specify the statistical
analyses to evaluate the hypotheses. If this is the hypothe-
sis, what test or comparison would provide the needed
support. This is critically important to consider at the
design and proposal stage.

Data analyses cannot be completely planned in advance
of a study. Many things can happen (e.g., loss of subjects,
intriguing, and unexpected ancillary findings) that will lead
to different and additional analyses from those that are
planned. This is a given for much research. Even so major
analyses that are likely to be done to test the hypotheses still
should be specified at the outset and proposal stage.

Time Frame for Research: Research often varies in the
time frame for investigation. The bulk of research is con-
ducted in a concurrent time frame in which the experi-
mental manipulation (independent variables of interest)
and the measures to evaluate the impact of the manipula-
tion (dependent variables) variables are administered
and completed within a relatively brief period—in fact
usually one session.

An example would be a laboratory experiment in
which subjects are exposed to an independent variable
and complete the measures that same hour or day. In con-
trast, the investigation may be conducted over an extended
period of, say, several years. A frequent distinction is
made between cross-sectional and longitudinal studies.
Cross-sectional studies usually make comparisons between
groups at a given point in time. Longitudinal studies make com-
parisons over an extended period, often involving several years.
Each type of study has special strengths and weaknesses
we shall discuss later.



Ethical Protections of the Subjects: At the outset of a
study, it is important to identify what special protections
are needed and will be provided for the participants.

Will there be any deception, are their potential side effects
of the procedures or measures, how will potential side
effects be monitored, and what will be done if those
emerge? Seemingly innocuous procedures require close
attention, and regulations (federal laws and regulations
in the United States) about protecting subjects are impor-
tant at the planning stage of the study.

For example, questionnaires may be administered to
college students as part of a study that is innocently correlat-
ing variables. The measures may include something on
depression, including the standard and familiar measures
such as one of those I mentioned previously. The ethical
issue: what will be done if a subject endorses items that sug-
gest he or she is contemplating or at risk for suicide? How
will the study be monitored so that this can even be detected
right away, what will be done if someone appears at risk,
and what exactly is the criterion for deciding “at risk” in the
study? I raise this to note that protection of participants goes
well beyond the obvious concerns about subjecting them to
onerous or stress-producing experimental manipulations.
What information can emerge that indicates there is a prob-
lem, danger, or immediate concern of a subject? In addition,
are there any features of the procedures that will be bother-
some, annoying, or painful or place participants at risk for
untoward mental or physical health consequences? Finally,
how will the privacy of participants be protected if sensitive
information is collected? How all of these situations and
circumstances will be handled, to the extent they can be
anticipated, needs to be specified at the proposal stage.

The conditions of the experiment are described to
participants; and in most studies where the identity of
participants is known, informed consent procedures are
administered. Subjects must sign consent forms conveying
that they are informed of the conditions and their rights
(e.g., to withdraw without penalty, to not answer specific

Ideas that Begin the Research Process 109

questions). Consent often is not required in subjects where
the identity of participants is not known or the information
for a study is from archival records (criminal, medical,
educational). There are both ethical and legal issues that
guide consent.

4.11: General Comments

4.11 Summarize the steps that lead to a successful
research project design

I have mentioned some of the major steps and decision
points. I mentioned here along with generating the research
idea because seemingly distant concerns (e.g., how will I ana-
lyze the data, how will I ensure that ethical considerations
and matters like informed consent are handled) are present
at the very beginning of the study when the plan is made on
what to do to test this idea one has generated. Indeed, it is
usually the case (e.g., universities) that research cannot pro-
ceed until a review of the proposal ensures that critical issues
such as those I have mentioned are resolved.

Of course at this early point in designing the study,
this is the perfect time to pull out your list of threats to
validity (which hopefully you have had laminated with a
small credit card size version for your wallet/purse) or set
as background on your smartphone, tablet, and laptop.

¢ What threats are likely to emerge from the study I am
planning and what can I do about it now?

* Also, what do I want to say at the end of this study if
the predictions I make are accurate?

e Will there be plausible rival hypotheses that compete
with my interpretation?

When one answers this at the outset of a study, the
study is likely to be greatly improved. As we move to the
discussion of specific designs, ways of addressing threats
will emerge again.

Summary and Conclusions: Ideas that Begin the Research Process

The research idea that serves as a basis for experimenta-
tion may be derived from any of several sources, includ-
ing curiosity about a particular phenomenon, case studies,
interest in special populations (e.g., those who meet crite-
ria for a particular disorder, those with a special history or
experience), extrapolation of findings from other types of
research (e.g., processes studied in animal research),
development of measurements, and many others. Also

research may seek to illuminate variables or characteristic
are related as reflected in such concepts as correlates, risk
factors, protective factors, and causes of a particular out-
come. Moderators, mediators, and mechanisms were dis-
cussed because they too frequently serve as the impetus
for an investigation.

Translational research was discussed as a type of study
that moves from basic to applied questions and occasionally
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moves back again. The concepts of “bench to bedside” and
“bedside to community” refer to types of research that move
basic findings to clinical application and then to large-scale
application. The process can go in the opposite direction.
We learn that an intervention leads to change and go back to
the laboratory including nonhuman animal studies to iden-
tify processes that might be involved. Translational research
emphasizes the movement from laboratory research (bench)
to clinical application (bedside) to larger-scale applications
(community, social policy). The continuum notes several
places that may promote ideas for research.

Whatever the focus, it is to draw on theory to guide a
research study. Theory refers to a conceptual view about
the relationship, i.e., how the variables of interest relate to
each other and to the extent possible, why, and under what
conditions. Not all research needs to be driven by theory.
Research that carefully describes phenomena too can con-
tribute greatly. The distinction was made between testing
hypotheses (e.g., usually theory driven) and generating
hypotheses (e.g., describing phenomena so as to generate
theory). The goal of research is to understand the phenom-
enon of interest and theory can help enormously. Yet, one
can begin with a theory or end with a theory or more likely
both. Both means we have an idea, and it gets modified
and enriched based on the data we have obtained. As a
research strategy, beginning descriptive work to generate
hypotheses and theory or explanatory work to test hypoth-
eses are both legitimate. Both focus on understanding the
phenomenon of interest.

Identifying the research idea begins a process with
many steps. Several steps were outlined including
moving the abstract idea to specific hypotheses and oper-
ations, providing operational definitions of measures

and procedures, identifying the sample that is suitable
or optimal to test the hypotheses, selecting among the
many research design options, outlining the data anal-
yses that will be used, and important addressing ethi-
cal issues to protect subjects and ensure their rights.
Each of these and other such steps is relevant at the
very outset before the study is actually begun. Propos-
als usually are required to identify how these steps
will be performed to provide approval to proceed with
the study. We will address each of these steps in detail.

The distinction was made of broad types of research
designs. True experiments, quasi-experiments, and obser-
vational studies were highlighted to define major types of
research. Each has many options. Although one type and
within that even subtypes, such as randomized controlled
trials, are often regarded as preferred, superior, or ideal,
questions can and ought to be answered in different and
complementary ways. The challenge is to use the best
design available to test the hypotheses.

Critical Thinking Questions

1. Moderators and mediators are important topics in research.
Give a clear definition of each and then an example (hypothetical
or real).

2. Translational research: what is that and what is meant by
bench, bedside, and community?

3. What makes an idea for research interesting or important?
Name two factors.

Chapter 4 Quiz: Ideas that Begin the Research Process



Chapter 5

Experimental Research
Using Group Designs

Learning Objectives

5.1 Review how random selection improves the
external validity of experimental results

5.2 Examine the importance of selecting the
right sample

5.3 Analyze the importance of selecting the
right sample and the right group in research

5.4 Identify the RAX notation used in
illustrating the sequence of events in a
research design

5.5 Describe the pretest—posttest control
group design

5.6 Contrast the posttest-only control group
design with the pretest—posttest control
group design

5.7 Analyze the pros and cons of the Solomon
four-group design

By far the most common research designs within psychol-
ogy compare groups of subjects who are exposed to differ-
ent conditions that are controlled by the investigator. The
general strategy can entail a variety of different arrange-
ments depending on the groups included in the design,
how assessment is planned, and when and to whom the
experimental condition is presented. This chapter consid-
ers fundamentals of group designs and various options
when the investigator manipulates or systematically varies
conditions and controls the assignment of subjects to dif-
ferent conditions. We begin with discussing individuals
who are to participate in the study, their assignment to
groups, and specific arrangements that constitute the
experimental manipulation.

5.8 Express the relevance of the factorial
designs when there are multiple variables

5.9 Recognize the areas where the researcher
has no control over the subjects as quasi-
experimental designs

5.10 Examine the nonequivalent control
group designs

5.11 Illustrate how a quasi-experimental design
was used to study the impact of secondhand
cigarette smoke

5.12 Recognize crossover design as a form of
multiple-treatment design

5.13 Identify some of the deliberations that need
to be taken into account while choosing a
multiple-treatment design

5.1: Subject Selection

5.1 Review how random selection improves the
external validity of experimental results

A fundamental issue in group designs is the selection of
participants for research, i.e., who will serve as subjects in
the study? This topic is under discussed in psychological
methods because the task of subject selection seems obvi-
ous. If one wants to do nonhuman animal research, then
the sample (e.g., rats, mice) usually is dictated by the sub-
ject matter and whether the animal is a good model for
what is being studied; if one wants to conduct a laboratory
study with humans (e.g., in social or clinical psychology),
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then college students enrolled in introductory psychology
or samples available through the Web (e.g., MTurk) may be
fine. Yet, there are many issues about subject selection that
have great implications for methodological concerns,
beyond the obvious matter of external validity or general-
izing to a population. Let us consider several issues related
to selecting subjects for inclusion in experiments.

5.1.1: Random Selection

Randomness is discussed frequently in scientific research.
When investigators discuss randomization in experimen-
tation, they usually are concerned with one of two con-
cepts, namely, random selection of subjects from a
population and random assignment of subjects to experi-
mental conditions. In group designs within psychology,
random assignment and related procedures to form
groups are the central topics and are taken up later in
this chapter. Random selection is an independent issue
that is not necessarily related to the particular design but
warrants mention.

Random selection refers to drawing from the total popu-
lation of interest in such a way that each member of the
population has an equal probability of being drawn.

If that is accomplished and the sample is relatively
large, one can assume there is no special bias in who was
selected. Random selection enhances to the generality
(external validity) of experimental results.

If we wish to generalize results from a sample of subjects
in the experiment to a population of potential subjects,
usually it is essential to select a representative sample of
the population.

We would not want to restrict selection to patients in a
particular hospital or clinic or in a particular city, state, or
country or of one ethnicity but would want to sample from
all available persons. If subjects can be drawn from the
entire population, it is more likely that the sample will rep-
resent the population of individuals who are depressed.
Generality of experimental results (external validity)
depends upon the representativeness of the participants in
the experiment to those individuals who were not included,
i.e., the rest of the population.

There is an obvious restriction in principle as well as
practice to random selection. Subjects in an experiment
cannot be selected from a population unless that popula-
tion is very narrowly defined. For example, for a popula-
tion defined as “all introductory psychology students
currently enrolled in a given term at this university,” a ran-
dom sample might be obtainable. However, a random
sample of “introductory psychology students in general”
could not be readily obtained. To sample this latter popula-
tion would require being able to select from all individuals
who have had introductory psychology already, including

those no longer living, all those currently enrolled, and all
who are yet to enroll (including unborn individuals) across
all geographical settings.

Sampling from all subjects in the population including
those who are deceased or yet to be born, of course,
is not possible.

What that means is that a finding obtained by a sample
at one point in time may not generalize to the population
from different points in time. Staying with just the present
and all living subjects, generality of the experimental
results to a population depends upon having randomly
sampled from a population. Without that, conclusions
would seem to be restricted to the narrowly confined
groups of subjects.

5.1.2: More Information on Random
Selection

Random selection from a population is often central to
research. For example, epidemiological research identifies
the distribution of various conditions (e.g., diseases, men-
tal disorders) within a population.! In such studies, special
sampling procedures are used to ensure that population of
interest is represented. An example familiar within the
mental health professions is the research on the prevalence
of mental disorders. In the United States, approximately
25% of the adult population meets criteria for at least one
psychiatric disorder at a given point in time (Kessler &
Wang, 2008).

To make statements about the population, careful sam-
pling is required of different segments or subgroups of a
population to reflect subject and demographic variables
of interest, such as geography, socioeconomic level, eth-
nicity, religion, and other variables.

Within such groups, persons are selected randomly so
that the final sample reflects this distribution. In survey
and opinion poll research as well, sampling from the popu-
lation in this way also is critically important to ensure gen-
erality of the findings to the larger population, within some
margin of error. Also, it may be of interest to divide the
data by the various subgroups in the sample and report
data separately. For example, in surveys, the views or
responses are often separated to compare women versus
men, younger versus older, and those of various ethnic or
cultural subgroups.

In psychological research, whether in clinical, devel-
opmental, or other specialty areas, random sampling from
a population is rarely invoked. A representative sample is
not considered as essential nor is its absence viewed as an
issue. There are many exceptions. For example, in one pro-
gram of research on health, the focus is on a single county
in the State of California. The sample of approximately
7,000 was selected from the population of individuals in



that county, and that sample was followed for a period
spanning approximately three decades.

Among the interesting findings is that subjective well-
being relates to physical health. Subjective well-being
includes global satisfaction with one’s life, satisfaction
with specific domains of one’s life, positive affect, and
low negative affect.

Higher levels of subjective well-being were associated
with lower death from both natural and unnatural causes
over a period spanning 28 years (Xu & Roberts, 2010). The
effect of subjective well-being was mediated by having
social networks. We know from other studies too that hap-
piness measured longitudinally is associated with living
longer (Frey, 2011). In any case, this is an example that con-
veys two points about sampling. First, the study focused
on a population and sampled randomly to represent that.
Second, population can refer to a well-defined group and
does not invariably mean everyone (e.g., in a country, the
world). In this case, the focus was on “everyone” in a par-
ticular county in one state and reflecting that group in a
representative sample.

In any case, populations occasionally are studied in
psychological research by random selection of subjects
from a well-defined larger group. Yet, this is the exception
as I have noted and reading research articles within psy-
chology in virtually all of the journals will reveal samples
that were not selected specifically to represent a popula-
tion. This is not necessarily a problem or restriction of psy-
chological research, but it does call for keeping the concepts
and practices of random selection, which is not used very
much, distinct from random assignment, which is rou-
tinely used.

5.2: Who Will Serve as
Subjects and Why?

5.2 Examine the importance of selecting the right
sample

If the sample we are to use is not random and cannot be
said to represent a population, then why are we using the
particular sample we have selected for study? If we are not
specifically attempting to represent everyone (in a well-
defined population), much further thought needs to be
given to who is selected and why. There are a few critical
issues that ought to be considered explicitly when beginning
a study.

5.2.1: Diversity of the Sample

Diversity of the sample is one such issue and has been of
enduring concern. For decades, much of the research
in the United States (e.g., psychological, biological) was
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conducted primarily with European American males (see
Graham, 1992; Guthrie, 2003). Women and groups of other
cultures represent multiple and significant segments of
the population, and there was no compelling scientific
rationale for their exclusion. Indeed, insofar as findings
from research have immediate or long-term implications
for physical and mental health and healthcare decisions
(e.g., policy, legislation), the absence of research on the
various cultural and ethnic groups might even be consid-
ered as discriminatory. That is, benefits intended from
relying research findings might unwittingly help males
more than females.

Spanning over a decade, recommendations have been
clear to consider cultural and ethnicity diversity in concep-
tualizing and conducting research (American Psychologi-
cal Association, 2002). This includes sensitivity to cultural
and ethnic issues in conceptualizing and conducting
research insofar as it should not be assumed that these var-
iables make little or no difference or are nuisance variables
to be handled by merely assigning all comers to various
conditions. In relation to the present discussion, diversity
of the sample especially in relation to ethnic, cultural, and
sex ought to be addressed in designing a study unless there
is a compelling reason to focus on a much narrower group.

In addition to the limited sampling of women and
ethnic groups, the extreme reliance on college students
further restricts who is included in research. Many findings
from college student samples (called WEIRD, as an
acronym for individuals who are Western, Educated,
Industrialized, Rich, and from Democratic Cultures) do
not generalize to others (non-WEIRD people) (Henrich,
Heine, & Norenzayan, 2010a, b).

Fundamental psychological processes (e.g., perception,
memory, perspective taking) vary as a function of ethnic-
ity and culture, and these processes are not represented in
WEIRD samples.

As researchers, in principle we usually do not want to
restrict our conclusions to the one local group we are stud-
ying and also to a highly homogeneous group. The default
emphasis has shifted from selecting homogeneous subjects
for research to including a diverse sample to reflect better
multiple dimensions of the population. Even when college
students are relied on, diversity has been facilitated by
changes in college recruitment and admissions. No student
samples are more diverse than they have been in the past.

It is not necessary to select subjects randomly from a
population but rather to avoid systemically excluding
subjects who in fact are in the population and the diverse
characteristics they reflect.

Sex, sexual identity, ethnicity, culture, and socioeconomic
level (usually defined by occupational, education, and
income) are merely some of the variables that support the
importance of diversity of the sample.
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Each of these “variables” could and does moderate all
sorts of relations of interest. For example, in clinical psy-
chology such topics as the family, stress and coping, social
support, child rearing practices, bereavement, participa-
tion, or seeking treatment enter into many areas of research.
There are ethnic and cultural group differences in relation
to each of these areas, and one ought to ensure that these
differences are addressed, revealed, and eventually under-
stood in research.

Similarly, socioeconomic status is a variable that has
pervasive influences on all sorts of mental and physical
health outcomes (e.g., Haas, Krueger, & Rohlfsen, 2012;
Sen, 2012). It is very likely that socioeconomic status will
moderate many relations and findings in psychological
research. Indeed, on a priori, rather than empirical, grounds
one can conclude that socioeconomic differences will play a
major role in some areas of research. The base rates of some
characteristics psychologists study (e.g., high levels of
stress, illness, early mortality) differ as a function of socio-
economic status, and this can influence the correlations of
these variables with other influences that are studied. So if
socioeconomic status is not of interest in a given study, it
may need to be evaluated and controlled to clarify the rela-
tions of other variables that are of interest.

5.2.2: Dilemmas Related
to Subject Selection

There are dilemmas related to subject selection to be aware
of in conducting and interpreting research.

The first dilemma relates to diversity of the sample
included in a study. We know well that sampling one eth-
nic or cultural group may limit the generality of findings
even though it does not necessarily do so. Some things
are generalizable across subject characteristics, but we are
not sure about which ones are or are not if they have not
been studied. This argues for including a diverse sample
in one’s research unless there is a compelling reason not
to. Indeed, a particular hypothesis or characteristic may
require a very limited sample (e.g., Latina women, adoles-
cents from rural America). However, the default position
is to include a diverse sample rather than not to.

The challenge is that diversity is, well, rather diverse!
For example, the U.S. Census recognizes five racial group-
ings (leaving aside combinations):
e White
e Black or African American
¢ American Indian or Alaska Native
e Asian

¢ Native Hawaiian or other Pacific Islander

(Race is recognized to reflect social, political, and cul-
tural definition of groupings rather than distinct scientific

or biological categories.) Moreover, these racial categories
are further combined with two ethnic categories (Hispanic
or non-Hispanic) for all the combinations and permuta-
tions. As it is, the groupings are hardly satisfactory and
arguably not very meaningful. Among the reasons is that
broad labels (e.g., Hispanic American) can include multi-
ple groups readily distinguished culturally and genetically.
Leaving the United States, we know worldwide there are
hundreds of ethnic and cultural groups (www.infoplease.
com/ipa/A0855617.html). In principle or practice, we can
never evaluate a particular phenomenon or finding in rela-
tion to all different ethnic and cultural groups (see Kazdin,
2008a). On the one hand it is important to include diversity
in the sample, but on the other hand to recognize that any
sample is inherently limited in representing all groups.

The second dilemma expands the issue of ethnicity and
culture. There are many moderators beyond ethnicity and
culture that can have pervasive influences in the psycho-
logical processes or relations they influence. Sex, age, and
socioeconomic status, for example, are likely to moderate
all sorts of findings. The dilemma is recognizing that
these and others moderators may be just as pervasive in
their impact as ethnicity and culture but cannot be
included in any comprehensive way in a given study.

Gender identity too may be a moderator on equal sta-
tus with the ones I have mentioned, depending on the
focus of the study and hypotheses.

How do you think we should proceed?

In selecting subjects, it is important to have a rationale as
to why this particular sample provides a good test of the
hypotheses and also to include diverse subjects. The role
of theory in research was commented on earlier in generat-
ing research ideas. Theory is relevant to subject selection
too because it may suggest characteristics of a sample
that provide a strong or ideal test of the hypotheses. Typi-
cally generality of a finding (external validity) is not the first
goal of a study. That argues for providing the strongest or
best test (for internal validity). If a hypothesis is likely to be
more evident in one situation rather than another and with
one sample rather than another, that is quite fine to restrict
the study to those situations and samples. However, the
task of the investigator is to make explicit why a particular
sample was selected.

A final comment on diversity that connects directly to
methodology and other topics we have discussed. Diver-
sity in everyday life has its own meanings.

In the language of methodology, diversity has other
terms including variation and variability.

Recall that demonstrating an effect can be greatly facil-
itated by reducing variation and variability. The more vari-
able the sample, for example, the lower the effect size for a
given difference between means. Data-evaluation validity
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argues for a less variable sample. This chapter argues for a
more variable (diverse) sample. How to reconcile? Select
the sample that you believe provides the strongest test of
the hypothesis. If special sample characteristics are not
essential, then represent the people of our culture as best as
possible. It is likely that some characteristics (e.g., age,
presence of a psychiatric disorder) will be relevant and of
course select and exclude on the bases of those.

5.2.3: Samples of Convenience

It is often the case that a sample is selected because it is
around or available. A sample of convenience is a set of
subjects that are studied because they are present in a con-
venient situation (e.g., waiting room, hospital ward) or is
available for a quite different purpose (e.g., participation in
another experiment that requires a special population). An
investigator may use an available sample to test a particu-
lar idea or to evaluate a measure he or she has just devel-
oped. However, in a sample of convenience, often there is
no clear rationale as why this sample is important, useful,
or relevant to the study.

College students who serve as subjects constitute the
main instance of this. Few researchers (but many parents
and university administrators) are really interested in
specifically how college students behave, but they are
selected because they are captive and in many cases are
required or have to complete experiments as part of their
participation in a course. Samples that are used merely
because they are available are referred to as samples of
convenience.

Perhaps because college students are used so fre-
quently, the term “sample of convenience” usually is not
applied to students. Similarly, individuals available online
who serve as research participants are another sample of
convenience. The term “sample of convenience” often is
used pejoratively with the implication that you should not
have used them or we were simply lazy. Yet, the issue is
whether a sample is appropriate and not whether one went
to horrible pain and hoops to get the sample.

There is another concern about samples of conveni-
ence that deserves further consideration and justification.
In this situation, a project is conducted to evaluate a special
population (e.g., parents of children who visit a clinic for
their diabetes, a sample of psychiatric patients). As that
study is begun, the original investigators or other investi-
gators (e.g., students, postdoctoral researchers) realize that
the data set can be used to test other hypotheses, even
though the original sample may not be the sample that
would have been used if these other, new purposes were
the central part of the study. So now the new study may be
proposed that studies emotion regulation strategies or
attachment style and adherence to medication for their dis-
order (e.g., diabetes). Clever hypotheses are devised and
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are to be tested, and the data set is convenient so these
will be the subjects used. Maybe some new measures (e.g.,
on emotion regulation, attachment, adherence) will be
inserted and the researcher can relate these to the large
database already available. Now the question is whether
this is a good, reasonable, or suitable test? Is there some-
thing about this very special population that actually could
influence the variables under investigation (e.g., modera-
tors, confounds)? Is adherence to diabetic treatment (medi-
cation, monitoring, injections) like adherence to other
treatments? And is emotion regulation or attachment dif-
ferent from what it would otherwise be in a population
that perhaps had to control parts of their lives very care-
fully and in the early years relied heavily on others
(parents, medical staff)?

When a sample of convenience emerges in the fashion
I have noted, the onus is on the investigator to evaluate or
at least discuss whether unique features of the sample may
contribute to the results. In this context, the use of a highly
specialized population that is selected merely because it is
convenient raises concern. It is not clear that the sample is
well (or for that matter poorly) suited to the question. The
specialized population and the factors that make them par-
ticularly convenient may have implications for generalizing
the results.

The entire issue of sample of convenience raises a
broader question that is pertinent to all research. Some
rationale ought to be provided why the sample was
selected (e.g., college students, people of one ethnicity, a
particular age) for any research project. More thought
about the sample could enrich the hypotheses and yield as
well. The thought might prompt more hypotheses to test or
generate predictions about characteristics (moderators)
that influence the findings. On the other hand, the investi-
gator may feel that the population is not relevant. That
would be a rather strong claim and would be worth mak-
ing and explaining. The default positions are to include a
diverse sample and to explain why the sample is suited to
the question that is studied.

5.2.4: Additional Sample
Considerations

In some research, selecting a very restricted sample is fine
for several reasons. The goal of the study may dictate a
restricted sample. For example, studies of postpartum
depression and breast cancer focus on women who experi-
ence the problem. The main interest is in women, although
each of these disorders is also evident in men. Including
men might not be feasible (lower prevalence rates for these
disorders) and introduce variability (sex differences) that is
not of interest to the investigator. Also, it is quite likely that
different processes are involved for males and females in
the onset and course of the disorders.
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In other research, the investigator may view the sam-
ple as not particularly relevant or critical. The demonstra-
tion may focus on a phenomenon that is of theoretical
significance. Ivan Pavlov’s (1849-1936) research on classi-
cal conditioning with dogs is of this ilk. It is fortunate for
us that Pavlov did not start worrying immediately if dogs
of different sizes, temperament, color, age, and weight, not
to mention dog socioeconomic status, would also show
the effects conditioning. Fortunately as well there was no
naive and annoying methodologist who was peppering
Pavlov with questions about external validity. Years later
we learned of the amazing generality of the phenomenon
of classical conditioning across a wide range of species
and circumstances, but this was not the initial import of
the finding.

Even when generality is of interest and important for
the initial finding, a broad and diverse sample is not always
available for study. In most settings, not all the cultural and
ethnic groups from which one might like to sample are
available. For example, my own research is conducted at a
clinic for the treatment of children and families.”> The clinic
draws from local communities and hence includes European
American, African American, Hispanic American, Asian
American, and combinations. The first two groups comprise
over 90% of the sample, and only these groups can be
examined in the data analyses. The small numbers have
never permitted data analyses of other groups because of
inadequate statistical power. Often with single-site studies,
there are practical constraints. However, more and more
research is conducted at multiple-sites simultaneously, and
that allows a broader and more diverse range of subjects to
include in the study:.

5.3: Subject Assignment
and Group Formation

5.8 Analyze the importance of selecting the right
sample and the right group in research

Selection of the sample, i.e., who will serve as subjects, is
of course quite different from how subjects, once
selected, are allocated to various groups or conditions in
the study. A fundamental issue of research is ensuring
that subjects in different groups or conditions are not
different before the experimental manipulation or inter-
vention is provided. Recall that we previously discussed
selection (group differences) as being a fundamental
bias or threat to internal validity. Selection in this sense
does not refer to who the subjects are but rather whether
groups may differ because subjects selected to serve in
one group differ from those selected to serve in another
group. A goal of research is to equalize groups except for

the one variable (or multiple variables) that the investigator
wishes to study or evaluate.

5.3.1: Random Assignment

Once the group of subjects has been selected for the study; it
is critical to assign them to groups in an unbiased fashion.

Random assignment consists of allocating subjects to
groups in such a way that the probability of each subject
appearing in any of the groups is equal. This usually is
accomplished by determining the group to which each
subject is from generating a list of random numbers or
looking at a table where such numbers already are listed.

Typically, the random numbers are generated by read-
ily available Web sites but the preexisting tables often are
in an appendix of statistics text books.?

Let us work out how to do this with a brief example.
Consider we are going to conduct an experiment with
three groups and we will assign subjects to each group.
We will label the groups arbitrarily as 1, 2, and 3. Now
we need random numbers that order 1, 2, and 3 several
times, with each number referring to one of the groups
in the study. We can do this by going to a search engine
on the Web and typing in “random numbers generator”
and access one of the many programs that allow us to
specify the number of groups (in our case 3) and the
number of subjects (let us say N = 90). The generator
will now give us 90 numbers, where 1, 2, and 3 are in a
random order.

Alternatively, we consult a table of random numbers
and now enter a column or row and look at all the num-
bers in order. We draw just 1, 2, and 3, and as we go down
the columns or across the rows do this to get enough num-
bers for our 90 subjects. From either the Web or table our
final list would include 90 numbers listed in the random
order (e.g., 1,1, 3,2, 3,3, etc.). (Numbers other than 1, 2, or
3 in the printed table in various statistics text books, of
course, are ignored.) As the subjects arrive to the experi-
ment, they are assigned to the groups in order according
to the number that was drawn. So the first two subjects in
our study would be assigned to group 1, the third to group
3, and so on in order. With such assignment, subjects are
effectively assigned to groups randomly, according to the
predetermined schedule.

Drawing random numbers to determine group assign-
ment does not guarantee that an equal number of subjects
would be assigned to each group. In the above example,
the number 3 may have been drawn from the table more
times than the numbers 1 and 2, and thus more subjects
would be assigned to this group than the other groups.

For power of statistical tests (data-evaluation validity)
and convenience in conducting several statistical analy-
ses, it is better to have equal rather than unequal group



sizes. This can be accomplished without violating ran-
dom assignment by grouping subjects into sets or blocks.

Each set consists of the number of subjects that equals
the number of groups in the experiment. If there are three
groups, the first three subjects who appear in the experi-
ment can be viewed as one set. One subject from this set of
three would be assigned to each of the three groups (e.g., 1,
3, 2 for the first set; 2, 1, 3 for the second set; and so on).
Importantly, the group to which any individual is assigned
within a set is random. All of this is easily specified on
Web-based random numbers generators. In our hypotheti-
cal study, we specify that we want 30 sets of numbers and
we want each set to include 1, 2, and 3. This will give us
an N =90 (3 groups X 30 sets), and each group will have an
n = 30. Assigning subjects based on numbers drawn in this
way ensures that, as the experiment progresses, groups
will not differ in size and that subjects in each group are
run over the course of the experiment.

Random assignment obviously is important and seems
too basic to warrant comment. However, the simplicity of
random assignment as a procedure, i.e., how it is accom-
plished, belies greater nuances. As I discuss later, random
assignment does not necessarily guarantee that groups are
equivalent. Even so, random assignment can make implau-
sible the likelihood that selection bias (as a threat to inter-
nal validity) explains any differences between groups (e.g.,
experimental and control groups).

Although randomly assigning cases to conditions is the
preferred method of assigning subjects, in many situa-
tions in which researchers work (e.g., clinics, hospitals,
schools), this is not possible. This does not in any way
doom the study to weak inferences. Indeed, one’s knowl-
edge of principles and practices of methodology becomes
more important in this context to ensure that valid and
strong inferences can be reached.

There are ways to match subjects between groups
when random assignment cannot be accomplished and
some of the matching techniques are very sophisticated
and can make implausible selection factors as a rival expla-
nation of the results. I will mention those techniques later.
In addition to matching, different designs we discuss that
are not true-experiments (e.g., quasi-experimental and
observational studies) will illustrate ways of drawing
strong inferences without the possibility of random
assignment.

5.3.2: Group Equivalence

Random assignment is important as a means of distribut-
ing characteristics of the sample among groups. There are
several subject characteristics (e.g., age, sex, current histor-
ical events, motivation for participation), circumstances of
participation (e.g., order of appearance or entry into the
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study), and other factors that might, if uncontrolled, inter-
fere with interpretation of group differences. In some stud-
ies, evaluating the impact of these variables may be the
central purpose. In other studies, they might be regarded
as nuisance variables that, if uncontrolled, will obscure
interpretation.

Nuisance variables essentially are those characteristics in
which one is not interested but that in principle could
influence the results.

In any given study, what counts as a nuisance variable
(e.g., some subjects engage in self-injury, others are
depressed, and some are tall, others are annoying) could be
the main independent variable in another study.

Random assignment is a way of allocating nuisance vari-
ables, so they are distributed unsystematically across
groups so that the likelihood of selection bias is minimal.

An advantage of random assignment is that it does not
require the investigator to be aware of all of the important
variables that might be related to the outcome of the exper-
iment. Over a sufficient number of subjects, the many dif-
ferent nuisance variables can be assumed to be distributed
evenly among groups.

Random assignment sometimes is viewed as a depend-
able way of producing equivalent groups. Yet, random
assignment refers only to the method of allocating subjects
to groups and in a given experiment has no necessary con-
nection with a particular outcome. Randomly assigning
subjects can produce groups that differ on all sorts of meas-
ures. In fact, we can say more than that. By the very defini-
tion of “random,” we can expect that groups will be quite
different, at least occasionally.

Group differences following random assignment are
more likely when sample sizes are small and when there
are extreme scores in the sample (Blair, 2004; Hsu, 1989).
(When I say group differences, I do not necessarily mean
statistically significant differences, but rather genuine dif-
ferences in characteristics of the sample. The small sample
size might not permit us to show that the genuine differ-
ences are statistically significant, but that does not mean the
groups are no different, as elaborated further below.) As an
extreme example, if there are 15 subjects to be allocated to
three groups and the subjects vary widely in age, level of
anxiety, and other subject variables, it is quite possible that
groups may differ on these variables even after random
assignment. There are so few subjects that one or two sub-
jects in one of the groups could easily lead to large changes
in mean age or level of anxiety. At the other extreme, ran-
domly assigning 150 or 1,500 subjects in the same way
would be much less likely for any small set of subjects to
make groups depart on some characteristic.

It is important to underscore that random assignment
does not necessarily produce equivalent groups. With
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random assignment, the likelihood that groups are equiva-
lent increases as a function of the sample size. This means
that with small samples group equivalence cannot be
assumed. When the total sample (N) is in the range (e.g.,
2040 subjects total in a two-group study), the likelihood
that groups are not equivalent across a number of nuisance
variables is relatively high (see Hsu, 1989). The net effect is
that at the end of the study, the difference between groups
due to the experimental manipulation may be obscured or
misrepresented because of the nonequivalence of groups.
An effect of experimental manipulation may be diminished or
hidden (no statistically significant differences) because of the
impact of such variables on outcome.

Alternatively, some unknown characteristic more
evident among subjects in the experimental condition
may have led to group differences; it looks as if the exper-
imental manipulation explains the group differences
when in fact selection was hidden in the groups. I say
“hidden” only to mean not easily detected when the data
are analyzed.

The data analysis that we as investigators usually do is
intended to establish that the groups are equivalent after
random assignment. We compare groups after their ran-
dom assignment on such variables as age, sex, IQ, years of
institutionalization, and pretest performance on the meas-
ure of interest. The absence of differences (nonsignificant
t or F tests) may provide false comfort that the groups are
equivalent. When the samples are relatively small, statisti-
cal power (sensitivity) to detect differences is weak. Thus,
the situation in which random assignment is least likely to
obtain equivalence (small samples) also is one in which
such differences may be the most difficult to detect.

Investigators may feel that the absence of significant dif-
ferences will satisfy others (e.g., reviewers and advisors) and it
usually does. However, the systematic variation that was not
detected between groups can still obscure the findings and
lead to misleading results. With larger samples, the absence of
differences between groups on subject variables and other
measures administered before the experimental manipula-
tion provides greater assurance of group equivalence. Even so,
such results do not establish absolutely that the groups are
equivalent. Groups still may differ on some variable, relevant
or irrelevant to the experimental manipulation and perfor-
mance on the dependent measures that the investigator did
not assess.

Random assignment remains vitally important as a
concept and procedure. Many statistical tests depend on
random assignment. From a methodological standpoint,
random assignment makes less plausible or implausible
threats to internal validity related to selection. So the
benefits of randomization do not require that groups be
perfectly equivalent. There is a belief that the procedure
guarantees group equivalence in situations when this is
not likely, i.e., when the sample size is relatively small.

There is no single number one can provide that eliminates
the possibility of inequality between or among groups but
as a guide >40 subjects per group (n not N) is a useful guide
for increasing the confidence in the equivalence of groups.
As we discuss later, statistical power is the major
consideration in deciding the size of the sample one should
use. The present discussion focuses attention on a related
consideration, namely, more subjects make less plausible
selection bias (differences between groups) related to
nuisance variables when subjects are assigned randomly to
different groups or conditions.

5.3.3: Matching

Often the investigator does not wish to leave to chance the
equivalence of groups for a given characteristic of the sam-
ple. If a specific subject variable is known to relate to scores
on the dependent measure, it is important to take this vari-
able into account to ensure that groups do not differ prior
to treatment. For example, it is possible that randomly
assigning clients seeking treatment for anxiety could result
in one of the treatment groups having participants who
were more anxious prior to treatment than those in one of
the other groups.

Group differences after treatment could be directly influ-
enced by the severity of anxiety of the groups before
treatment began.

It is undesirable to allow groups to differ prior to the
intervention on a variable that is highly related to perfor-
mance on the dependent measure. The best way to ensure
equivalence of groups on a particular dimension is to
match subjects on the dimension and then to assign sub-
jects randomly to groups.

Matching refers to grouping subjects together on the basis
of their similarity on a particular characteristic or set of
characteristics.

By matching, subjects at each level of the characteristic
appear in each group, and the groups will not differ on that
characteristic prior to the experiment.

Matching can be accomplished in different ways. Consider,
for example, a two-group experiment that is designed to
investigate how individuals with depression cope with
experimentally induced stress. Prior to the investigation,
subjects complete a measure of depression. One way to
match subjects is to look for pairs of subjects with identical
scores. When two subjects are found with the same scores,
each is assigned to one of the two groups in an unbiased
fashion (e.g., using a random numbers table or coin toss).
This is continued with all pairs of subjects with identical
scores. If enough pairs of subjects are available and are
assigned to groups, mean depression scores for the groups
would be identical. Yet, looking for sets of identical scores
to match subjects is usually prohibitive because it means



that most subjects who did not have a score identical to
another subject’s score would not be used. Also, if one
wishes to match cases for a three-group (or more group)
study, the identical score procedure is virtually possible.
There is a better alternative for matching.

A more commonly used procedure is to rank all of the
subjects, in this case from high to low depression scores. If
there are two groups in the experiment, the first two
subjects with the highest scores form the first set or
block. These two subjects are assigned randomly and
individually, so that one member of this set appears in
each group. The two subjects with the next highest scores
form the next block and are assigned randomly to each
group, and so on until all subjects are assigned. This
method of assignment utilizes all of the subjects by
drawing them from the ranks in blocks of two (or whatever
number of groups there are) and assigning them randomly
to each of the groups.

Matching, when followed by random assignment, can
equalize groups on the characteristic of interest. The
advantage of this procedure is that it does not leave to
chance the equivalence of groups on the characteristic(s)
of interest.

In some cases, the investigator may wish to ensure that
the groups are equivalent on a categorical variable such as
subject sex or ethnicity. Random assignment may not
ensure that the proportion of subjects assigned to each
group will be the same. One way to avoid this problem is
to develop the random order of assignment of cases to con-
ditions, as already discussed, but to have separate lists for,
say, males and females. If the first two subjects who arrive
at the experiment are males, they are assigned (randomly)
to each of the two groups (e.g., experimental group, con-
trol) of the experiment. If the next person to arrive is a
female, she is assigned randomly to the first condition on a
separate list for female subjects. Assignments continue in
this fashion based on the separate lists. Since each list
includes a long stream of 1s and 2s (to indicate assignment
to group 1 or 2), the proportion of subjects of each sex will
be equal or close to equal no matter how many males or
females come into the study. If the overall ratio of males
to females who participate in the study is 3:1, this ratio will
be reflected in each of the groups. One refers to this in
describing the procedure as random assignment with the
restriction that an equal number of cases of each sex were
assigned to each condition.

Implicit in the discussion is interest in the nature of the
variables that are used for purposes of matching. Subjects
are matched on these variables that are either known or
assumed to be related to performance on the dependent
measure. For example, in a study designed to reduce HIV
risk behaviors of drug abusing men who engaged in sexual
behaviors with other men (a high risk group for HIV), the
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investigators blocked subjects on a categorical variable
(HIV positive or not HIV positive) and assigned randomly
to groups so that groups included both types of cases
(Mansergh et al., 2010). It is reasonable to consider that
these two groups might differ in their likelihood of risky
behavior or in their responsiveness to interventions
designed to reduce risk. Matching and random assignment
removed this variable (HIV status) as a possible source of
selection bias.

In general, matching is not essential or inherently val-
uable in its own right. An investigator matches groups
when she knows or suspects that the characteristic relates
to performance on the dependent measures. Stated
another way some nuisance variables might make an
important difference to the conclusions that can be
reached. One might match on one or more of those to
guarantee rather than hope these variables are distributed
across groups. Matching (blocks) and random assignment
resolves this issue.

5.3.4: Matching When Random
Assignment is Not Possible

The critical component of matching in true-experiments is
random assignment. Subjects are matched first and then
randomly assigned to groups to distribute across groups
the variable on which subjects were matched.

That practice can greatly increase the likelihood that
groups are equivalent on a particular variable of interest.
Yes, it is possible that some other nonmatched (nuisance)
variable still varies across groups, but that is always possi-
ble. The concern would be if matching on one variable
somehow inadvertently makes the groups unequal on yet
another one.

Consider a very different use of matching that is out-
side of the context of true-experiments. The matching usu-
ally occurs in studies where there are intact or pre-formed
groups and random assignment is not possible. When sub-
jects are not assigned to groups randomly, the likelihood of
subject selection bias (group differences) before any inter-
vention or experimental manipulation is a worry.

One way to develop groups that are matched is called pro-
pensity score matching.* This is a statistical procedure that
integrates multiple variables that may influence selection
when groups are compared on a particular outcome. The
goal is to devise groups that are matched on all of the
variables or at least a large set that contributed to group
selection, i.e., those variables for whatever reason led
some subjects to be in one condition or group rather than
the other group. The feature is that the outcome or the
conditions to which participants have been “assigned”
(through self-selection or being in a particular setting
such as a school or classroom) already have taken place
and are not random.
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We might, for example, want to know whether eating
a vegan diet versus non-vegan diet affects the onset of
some disease year later (outcome). We cannot randomly
assign individuals to be vegan diet or non-vegan diet
types; people self-select for that. And, if we were to find
differences in disease outcome, it would be that a host of
other variables that covaried were associated with diet.
Some of those variables associated with vegan eating
might be exercise, alcohol use or abuse, cigarette smoking,
parents’ eating habits or style of parenting, education, love
of methodology, and the list goes on and on of variables
that are associated with eating a certain kind of diet. That
is, the likelihood of being in the two groups of interest
(vegan diet vs. non-vegan diet) is predicted by a long list of
other variables. If we want to evaluate diet, we would like
to have groups that do not differ on all or most of these
other variables. By making groups that are equivalent, we
can look at the impact of diet.

Propensity score matching develops groups that are
equivalent by simultaneously matching on multiple vari-
ables that could be related to being in the different groups
(e.g., vegan vs. non-vegan diet). This is a mathematical
solution of integrating multiple variables and estimates
the effect of some other variable (e.g., vegan diet, smok-
ing, treatment experience) once these are controlled or
integrated in the analyses.

We may not know all the variables in advance that
might relate to whether a person is or is not a vegan dieter,
but we select and measure multiple variables that might
be related.

A summary score is provided that integrates background
and potentially confounding variables to provide groups that are
equivalent except for the independent variable of interest.

Consider an example. Several years ago, the U.S. gov-
ernment invested millions of dollars annually in programs
designed to promote abstinence from sex among adoles-
cents. The goal was to reduce the rates of unwanted preg-
nancy and sexually transmitted diseases. Individuals were
asked to agree to abstinence and take a “virginity pledge.”
This was a national movement with enormous numbers
participating (e.g., >10% of adolescents by mid-1990s). A
critical question is whether and to what extent taking the
pledge influences actual sexual behavior. Of course, taking
or not taking the pledge is not randomly assigned, so we
have the concern that any difference (or absence of differ-
ences) might be explained by these other variables that
make the groups not equivalent. For example, taking the
pledge was associated with religious programs, so partici-
pation in and commitment to religion is just one of many
variables and might contribute to or completely explain
the differences between groups in sexual activity.

In a large-scale study using a nationally representa-
tive sample, adolescents under 15 years of age who had

taken the pledge were compared with other adolescents
of the same age who had not taken the pledge (Rosenbaum,
2009). An effort was made to match groups on many
variables, actually 112 variables, using propensity score
matching. Among the variables were sex (male, female),
religion and religious activities, attitudes toward sex,
having friends who drink alcohol, parents born in the
United States, vocabulary score, and many more. With
groups matched and equivalent on many variables that
might relate to sexual behavior, now the outcome can
be evaluated.

Five years after taking the pledge, individuals who took
the pledge and their nonpledged matched comparison peers
were surveyed for a variety of sexual activities. Individuals
who took the pledge did not differ in rates of premarital sex,
sexually transmitted diseases, and anal and oral sex.

Fewer pledgers used birth control during sex than matched
nonpledgers.

This latter finding in many ways is the most telling
and perhaps disappointing. The goal of the virginity
pledge program was to decrease sexually transmitted dis-
eases and unwanted pregnancy. The results indicated that
individuals who took the pledge protected themselves less
well than matched individuals who did not take the
pledge. In short, the pledge if anything was associated
with a worse outcome. An interesting aside, after 5 years,
82% of those who took the pledge denied ever having
taken the pledge.

The example conveys the power of matching apart
from the intriguing results. Without being able to assign
subjects randomly, the groups were matched on over 100
variables to obtain propensity scores. It is extremely
unlikely that there was a selection bias, i.e., differences
between groups on variables that could explain the results.
Increasingly, propensity score matching is used to evaluate
interventions when groups are not comprised randomly as
I have noted here (e.g., Eisner, Nagin, Ribeaud, & Malti,
2012; Gunter & Daly, 2012). The strength is in being able to
match on a large number of variables that can equalize the
groups. Even with a large number of variables (covariates)
on which groups are matched, it is always possible that
some other variable not assessed that is important differen-
tiates the groups. Yet methodology is always a matter of
making potential threats to validity less plausible as expla-
nations of the findings and propensity score matching
greatly aids in doing that.

5.3.5: Perspective on Random
Assignment and Matching

We have discussed two broad ways of forming groups:

¢ Randomly assignment of individuals to groups
* Matching



These are not separate necessarily because we dis-
cussed matching and then assigning matched sets of indi-
viduals randomly to groups. Then in the discussion of
propensity score matching, there was no random assign-
ment because the groups were formed already. Yet, pro-
pensity matching can be used with random assignment.
Random assignment does not ensure equivalent groups,
and propensity analysis can even improve on random
assignment by following random assignment with pro-
pensity matching, a topic to mention but beyond the
present scope.

There is a broader point to make. We would like
groups to be equivalent in all the variables except the one
we are manipulating (true experiment) or studying (obser-
vational study).

There is no guarantee of group equivalence with any sin-
gle procedure (random assignment, propensity score
matching). It is important not to worship one practice as
being the answer, because it is not. The goal is always in
relation to threats to internal validity and plausible rival
hypotheses.

At the end of the study, we would like to be able to say
that differences between (among) groups are not likely to
be due to history, maturation, statistical regression, and of
things, and of course selection bias! We cannot be certain
that one or more of these are still having an influence no
matter what we do. Yet, we can make the threats implausi-
ble as rival explanations of the results. Random assignment
with a respectable number in each group (e.g., >40) and
propensity analyses and other ways of matching are efforts
to do that.

5.4: True-Experimental
Designs

5.4 Identify the RAX notation used in illustrating the
sequence of events in a research design

Assigning subjects to groups in an unbiased fashion is one
of the major defining characteristics of true experiments.
Again, by true experiments we are referring to those
studies in which the investigator is manipulating condi-
tions, i.e., controls the delivery of the experimental
manipulation or intervention and can allocate subjects to
these groups in a random fashion. There are several
experimental designs. This section discusses different
designs commonly used in clinical psychology along with
their strengths and weaknesses.

To illustrate the designs, the sequence of events in the
design (assessment, intervention) for each group will be
presented symbolically using the following notation:
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* R stands for Random Assignment of subjects to
conditions

e A for Assessment

e X for the Experimental Manipulation or Intervention

The symbols are presented in temporal order so that,
for example, A; X A, signifies that the first observation or
pretest (A1) was followed by an experimental manipulation
(X) followed by the second observation or posttest (A;).

5.5: Pretest-Posttest
Control Group Design

5.5 Describe the pretest—posttest control group design

The pretest-posttest design consists of a minimum of two
groups. One group receives experimental manipulation or
intervention and the other does not. The essential feature
of the design is that subjects are tested before and after the
intervention, i.e., there is some pretest. Thus, the effect of
the manipulation is reflected in the amount of change from
pre- to post-assessment.

5.5.1: Description

In the pretest-posttest design, subjects are assigned randomly
to groups either prior to or after completion of the pretest. The
design can be diagrammed as shown in Figure 5.1.

Figure 5.1: Pretest-Posttest Design

Hypothetical factorial design comparing two independent variables
(or factors), Coping Strategy and Psychiatric Disorder. Each factor
has two different levels of conditions making this a 2 X 2 factorial
design. (Note: MDD stands for Major Depressive Disorder;

OCD Obsessive Compulsive Disorder.)

Coping Intervention (2 Levels of Strategies)

Emotion Regulation Relaxation
5 Emotion Regulation Relaxation
© MDD
o Patients with MDD Patients with MDD
2
©
v Emotion Regulation Relaxation
& OCD . . . _
= Patients with OCD Patients with OCD

This design applies to any instance in which there is an
experimental condition (X) provided to one group and
another condition to the other group(s). No “X” between
A; & A; above means that no manipulation or no
intervention characterizes the other group. Yet, there can
be different control conditions. For example, a study might
have one experimental manipulation X; and compare that
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with another variation of the manipulation X;. Again, the
prototype I provides two groups, but there is no inherent
limit to the number of groups, as long as there is random
assignment, pre- and post-manipulation assessment, and
variation of the experimental manipulation that allows
inferences to be drawn about that.

In many disciplines X is an intervention designed to effect
changes in mental or physical health, education, nursing,
nutrition, or some other area where there is an applied
goal. In such work, the design is called a randomized
controlled trial (RCT) or randomized controlled clinical
trial. This term is a special case of the above that does not
affect the design but conveys that the focus is on an inter-
vention (e.g., cognitive therapy, surgery, medication, spe-
cial educational curriculum).

That is, clients are assigned randomly to receive the inter-
vention and others are assigned to either other interventions or
various control conditions, depending on the specific hypotheses.
As I mentioned previously, RCTs often are viewed as the
“gold standard” for evaluating interventions insofar as
many researchers see these as the definitive way of testing
an intervention. The gold standard of course is intended to
convey that this is the optimal way of establishing the
effectiveness of an intervention. The strength and clarity of
a pretest—posttest control group design and RCT as a sub-
type with a special focus are indeed compelling.

5.5.2: An Example of a Randomized
Controlled Trial (RCT)

As an example, an RCT was used to evaluate the impact of
early intervention for children (ages 2 %2 or under) with
autism spectrum disorder (ASD) (Dawson et al., 2010).
Children were assigned randomly to receive early inter-
vention program that involved an intensive intervention
(2-hour sessions, 2 times per day, 5 days a week for
2 years). The primary intervention was based on applied
behavior analysis and focused on developing verbal and
nonverbal communication skills in the children. Parents
were trained to use strategies they learned in the session
at home and for everyday activities (e.g., communication
such as play, feeding). Families assigned to the control
condition received resource materials and treatment rec-
ommendations for other services available in the area,
including preschool intervention programs. This might
be regarded as a more treatment-as-usual control group
insofar as these families received resources often used by
families with a child identified with ASD. Assessments
were obtained on three occasions (pretreatment, 1 and
2 years after treatment started).

The results were consistent across the 1- and 2-year
assessments, so let me note the 2-year assessment to con-
vey the findings. At that latter assessment, the intervention
group was significantly better on measures of cognitive

functioning and adaptive functioning across multiple
domains (e.g., communication, daily living skills, socializa-
tion, motor skills). Moreover significantly more children in
the intervention group no longer met diagnostic criteria for
ASD, compared with children in the control group.

Children in the control condition actually showed
declines rather than improvements in adaptive function-
ing. The treatment group showed steady improvements
in these domains in multiple domains of adaptive
functioning.

We can conclude that the intervention program was
much more effective than treatment as usual. Random
assignment at the beginning of the study followed a match-
ing procedure to equalize IQ, and the proportion of each
sex in the groups was matched. Groups were not different
at the beginning (baseline assessment). Attrition was not a
problem (all cases were retained), and other threats to
validity were not plausible. With random assignment and
strong differences, this is an optimum and clear test. Early
intervention for autism based on applied behavior analysis
and an intensive treatment makes a difference and sur-
passes usual care and use of community resources.

RCTs are commonly used when there is an interest in see-
ing if an intervention is effective. When one wants to
know whether a particular intervention, program, train-
ing regimen of some kind, RCTs usually are used to pro-
vide what many believe to be the strongest way to
establish that.

In developing evidence-based interventions in a field,
including clinical psychology of course, it is the accumula-
tion of RCTs that is recognized as the primary bases for
conclusions. The standard is high.

In everyday media blitzes, claims are often made for
various psychological interventions, diets, exercise
machines, programs to make babies brilliant and strong,
and so on. Often terms are used in TV or promotional ads
noting that there is “clinical evidence” showing that the
program or intervention is effective. Clinical evidence is
not a scientific term and not the arbiter of effectiveness. In
advertising and marketing, the term “evidence” is not used
as it is in science and research methodology. Controlled
research studies are used to establish the evidence, and
RCTs are a key way of accomplishing that. There are addi-
tional strategies to draw causal inferences about interven-
tion effects and these are arguably just as strong, but RCT
is considered to be the primary method.

5.5.3: Considerations in Using
the Design

Beyond clinical uses of the design (RCTs), the pretest—
posttest control group design has several strengths. To
begin with, the design controls for the usual threats to



internal validity. If intervening periods between pre- and
post-manipulation are the same for each of the groups,
threats such as history, maturation, repeated testing, and
instrumentation are controlled. Moreover, random assign-
ment from the same population reduces the plausibility
that group differences have resulted from either selection
bias or differential regression (i.e., to different means).
Attrition is not an inherent problem with the design, although
as in any experiment that is more than one session differen-
tial loss of subjects could interfere with drawing a conclusion
about the intervention.

The use of a pretest provides several advantages, as
listed in Table 5.1.

Table 5.1: Advantages of Using a Pretest in Research

Match subjects Allows the investigator to match (equalize) subjects
on one of the variables assessed at pretest (e.g.,

level of anxiety) that may influence the results

Permits evaluation of that matched variable in the
results (e.g., as a separate factor in an analysis of
variance or regression analysis)

Evaluate variables

Statistical power Increases statistical power of the test

Analyze changes Allows the investigator to examine who changed,
what proportion of individuals changed in a particu-

lar way (e.g., show a clinically significant change)

Evaluate attrition Allows evaluation of attrition (e.g., what were the
subjects like who dropped out and did not com-

plete the post-treatment measures?)

First, the data obtained from the pretest allow the
investigator to match subjects on different variables and to
assign subjects randomly to groups. Matching permits the
investigator to equalize groups on pretest performance.

Second and related, the pretest data permit evaluation
of the effect of different levels of pretest performance.
Within each group, different levels of performance (e.g.,
high and low) on the pretest can be used as a variable
(moderator) in the design to examine whether the inter-
vention varied in impact as a function of the initial stand-
ing on the pretested measure.

Third, the use of a pretest affords statistical advan-
tages for the data analysis. By using a pretest, within-group
variability is reduced and more powerful statistical tests of
the intervention, such as analyses of covariance or repeated
measures analyses of variance, are available than if no pre-
test were used. That is, for a given number of subjects in a
study, power is greatly increased if a pretest is used for
those subjects than if it is not. This advantage alone is a
strong reason to use a pretest because so many studies
have insufficient statistical power to detect differences
between groups.

Fourth, the pretest allows the researcher to make spe-
cific statements about change, such as how many clients
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improved or actually became worse. In clinical psychology,
counseling, education, and rehabilitation where individual
performance is very important, the pretest affords infor-
mation beyond mere group differences at posttreatment.
One can evaluate the persons who did or did not change
and generate hypotheses about the reasons. The pretest
permits identification of the persons who changed or who
changed by a specific amount.

Finally, by using a pretest, one can look at attrition
in a more analytic fashion than would be the case with-
out a pretest. If subjects are lost over the course of the
study, a comparison can be made among groups by look-
ing at pretest scores of those who dropped out versus
those who remained in the study. If only a few subjects
dropped out, a comparison of dropouts and completers
may not be very powerful statistically. Yet, the compari-
son may show differences, may generate hypotheses
about who drops out and why, or may suggest that even
with very lenient criteria (e.g., p< .20) dropouts and com-
pleters do not seem to differ on the variables evaluated.
The pretest allows examination of the plausibility of
these alternatives.

5.5.4: Additional Consideration
Regarding Pretest-Posttest Design

There are some weaknesses to the pretest—posttest treat-
ment control group design. The main restriction pertains
to the influence of administering a pretest. A simple effect
of testing, i.e., repeatedly administering a test, is con-
trolled in the basic design. What is not controlled is the
possibility of an interaction of testing x treatment or a
pretest sensitization effect. Possibly the intervention had its
effect precisely because the pretest sensitized subjects to
the intervention.

A pretest sensitization effect means that the results of the
study can be generalized only to subjects who received
a pretest.

Whether there is a pretest sensitization effect cannot
be assessed in this design. The likelihood of sensitization
depends upon several factors. If assessment and the inter-
vention are not close together in time or are unrelated in
the perceptions of the subject, sensitization probably is
less likely. Therefore, a pretest administered immediately
prior to an intervention in the context of the experiment is
more likely to lead to sensitization than is assessment in a
totally unrelated setting (e.g., in class or in a door-to-door
survey at the subject’s home) several weeks prior to treat-
ment. Yet the more remote the pretest from the posttest in
time and place, the less adequate it may be as a pretest.
Intervening events and processes (e.g., history, matura-
tion) between pretest and posttest obscure the effects
that can otherwise be more readily attributed to the



124 Chapter 5

experimental manipulation. In general, the strengths of
the design clearly outweigh the threat that pretest sensiti-
zation will obscure the findings. The information about
subject status prior to intervening, the use of this informa-
tion to match cases and to evaluate change, and the statis-
tical advantages are compelling.

In the context of RCTs, there are additional weak-
nesses or considerations that can emerge. These are not
raised by the design (arrangements of assessment and
conditions) but rather the fact that an intervention is
being evaluated.

1. In an RCT participants must agree to be assigned
randomly to one or more treatments or control con-
ditions. Once assignment is made, participants may
drop out immediately because they did not receive
the hoped for condition. If more than one treatment
is available, clients may remain in the study but not
receive the treatment they preferred. That is not triv-
ial because treatment outcomes are better when par-
ticipants receive their preferred treatment (Swift &
Callahan, 2009).

2. Ethical issues are raised in RCTs when an intervention
expected to be better is compared to a control condi-
tion or no treatment, especially in the context of treat-
ing life-threatening conditions (e.g., contracting HIV/
AlDs) (Osrin et al., 2009; Solomon, Cavanaugh, &
Draine, 2009). Often RCTs are stopped early, before all
the subjects are run if it becomes clear that the inter-
vention is having impact and the control condition is
not (Bassler et al., 2010). In this way, fewer individuals
are exposed to a condition that may not be effective
or is much less effective than the other condition in
the study.

We will cover ethical issues and protections later on in
relation to control and comparison treatment conditions.
At this point, it is important to note the special value of the
pretest-posttest control group design broadly in addition
to the special case of RCTs when interventions are evalu-
ated. Yet, the concerns convey an overarching lesson of
methodology that any single method has its weaknesses
and reliance on any one study or one method (design,
assessment) is risky.’

5.6: Posttest-Only Control
Group Design

5.6 Contrast the posttest-only control group design
with the pretest—posttest control group design

The posttest-only design consists of a minimum of two
groups and essentially is the same as the previous design
except that no pretest is given.

5.6.1: Description

The effect of the intervention in the posttest-only design is
assessed on a post-manipulation measure only. The design
can be diagrammed as follows:

R X A
R A

(Again, R denotes that subjects are assigned randomly; A;
assessment on one occasion, and X the experimental condition.)

The design controls for the usual threats to internal
validity in much the same way as the previous design. The
absence of a pretest means that the effect of the manipula-
tion could not result from initial sensitization. Hence, the
results could not be restricted in their generality to only
those subjects who have received a pretest.

Often a pretest may not be desirable or feasible. For exam-
ple, in brief laboratory experiments, the investigator may
not wish to know the initial performance level or to
expose subjects to the assessment task before they experi-
ence the experimental manipulation.

Also, large numbers of subjects might be available and
randomly assigned to different conditions in such experi-
ments. With large numbers of subjects and random assign-
ment to the groups, the likelihood of group equivalence is
high and the reassurance of a pretest may not be consid-
ered worth the effort.

Certainly another feature that must be considered is
that a pretest is not always available in clinical research. In
many cases, the assessment effort is very costly and a pre-
test might be prohibitive. For example, an extensive bat-
tery of tests might serve as the outcome (posttreatment)
measures. The time required to administer and interpret an
assessment battery may be several hours, which might
make the pretest not worth the cost or effort. In terms of
cost, clinical studies frequently rely on neuroimaging tech-
niques, and assessment on multiple occasions (pre and
post) easily goes into thousands of dollars for each assess-
ment occasion. In many circumstances from a practical
standpoint, there may be no alternative but to omit the pre-
test. However, a valuable compromise is to administer
only one or a few measures from the larger battery at pre-
test. Ethical considerations also may argue for omission of
the pretest, if for example, a pretest might be stressful or
invasive (e.g., taking blood samples, asking sensitive per-
sonal questions).

5.6.2: Considerations in Using
the Design

Understandably, the design is less popular than the one in
which a pretest is used. The lack of a pretest raises the dis-
comforting possibility that group differences after the
manipulation might be the result of differences between



groups already evident before subjects received their
respective conditions. Of course, random assignment of
subjects, particularly with large numbers of subjects, is
likely to equalize groups. And there is no more likelihood
that random assignment will produce different groups
prior to the experimental manipulation with this design
than in the previous design. Yet, it is reassuring to research-
ers and consumers of research to see that in fact before the
experimental manipulation was presented, the groups
were similar on key measures. That assurance can be false
(e.g., small sample sizes and no significant difference at
pretest do not mean no real difference). Yet it can also be
helpful. If there are group differences that difference can be
considered in the data analysis to minimize or remove its
bias on the results.

In research with patient populations, the absence of the
pretest makes this design less popular for additional rea-
sons. With clinical samples, it is often critical to know the
level of functioning of persons prior to the investigation.

For example, a laboratory-based study may compare
how individuals with a particular diagnosis will respond
to some manipulation. An initial assessment usually is
needed to ensure that subjects meet screening criteria
(e.g., have experienced some life event in their past) and
that control subjects have not. At this time, one might
just as well include other measures that will serve as a
pretest of the dependent variable in the study. Similarly,
an intervention study designed to treat or prevent some
dysfunction, the matter of screening individuals prior to
the intervention for selection purposes is also relevant.
Here too pretest can be readily added to that assessment
and gave all of the advantages noted in the previous
table. Thus, clinical research tends to favor pretest
because some initial assessment is essential anyway for
subject selection.

The weaknesses of the posttest-only control groups
design derive from the disadvantages of not using a pre-
test and in any given situation it may not be a “weak-
ness.” Thus the inability to ensure that groups are
equivalent on the pretest, to match subjects on pretest
performance prior to random assignment, or to study the
relation between pretest standing and behavior change;
the lack of pretest information to evaluate differential
attrition across groups; and reduced statistical power are
all consequences of foregoing a pretest. Yet, many of
these features may not be relevant (e.g., dropping out is
not relevant or much of an issue in a one or two-session
laboratory study). As one designs a research project, if it
possible and feasible to include a pretest, it is advisable
to do so in light of the many advantages. Indeed, the
increased statistical power alone would make it worth-
while because so many studies in psychological research
are underpowered.
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5.7: Solomon Four-Group
Design

5.7 Analyze the pros and cons of the Solomon four-
group design

The effects of pretesting (pretest sensitization) were dis-
cussed in each of the above designs. Next we will examine
the Solomon four-group design.

5.7.1: Description

The purpose of the Solomon four-group design is to evalu-
ate the effect of pretesting on the effects obtained with a
particular intervention (Solomon, 1949).

That is, does administering a pretest in fact influence the
results?

At first blush, the design seems highly esoteric—few
researchers seemed to have used the design and rarely can
one call up an example from memory. (My informal survey
at a local supermarket asked 20 people coming through the
express cash register line to tell respond to the question
“Quick—what is a Solomon-Four Group Design?” Out of
20 people, 19 people did not know; the 1 other person said
he thought it was in the produce section.) Actually, there
are plenty of examples of the design in contemporary
research (e.g., Petersen, Hydeman, & Flowers, 2011;
Portzky & van Heeringen, 2006; Rubel et al., 2010). Moreo-
ver, interest in and concerns about the effects of pretesting
are alive and well and not minor. One reason is that the
pretest is so valuable for research for reasons noted earlier
in the chapter. Thus, there is a need to see if the pretest in
fact contributes to the results. Related, many interventions
are designed to address critical health outcomes, and there
is interest in many studies in determining whether initial
assessment contributes to the effectiveness. That is critical
because once an intervention is demonstrated to be effec-
tive in controlled laboratory-like conditions, the goal is to
extend this more broadly. What if the pretest contributed to
the outcome and ended up being pivotal to the effects of
the intervention? One would want to know that because
merely extending the intervention to community applica-
tion without the pretest would not be expected to be
as effective.

What do we know at this time? Probably the influence
of a pretest on sensitizing people to an intervention will
depend on the nature of the pretest, the potency of the
intervention by itself, the focus of the research, and so on.
For example, in the RCT mentioned earlier for the treat-
ment of ASD, preassessments of core cognitive and adap-
tive skills and symptoms of the disorder are not likely to
have influenced the assessments 1 and 2 years later. Many
of the symptoms of autism are not nuanced, and changes
in these are not likely to respond to sensitization, but I do
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not know that to be true and it may be readily argued. We
do know two points from current reviews (e.g., Glenn,
Bastani, & Maxwell, 2013; McCambridge, Butor-Bhavsar,
Witton, & Elbourne, 2011):

1. In the context of interventions for psychological, medi-
cal, and school functioning, pretest sensitization can
influence the results and yield changes that would not
be evident from the intervention alone.

2. Too few studies are done of sufficient quality to clarify
the scope and limits of the impact of pretest
sensitization.

The research question about sensitization is not about a
methodological nuance. We want to make our interven-
tions more effective.

Indeed, most interventions (e.g., information from
government agencies, reports, suggestions, news shows)
for psychological and physical health (e.g., eat this food,
exercise that way) are very weak in terms of their impact. If
there were a way to sensitize individuals so these were
more effective, that would be a gain. Pretest sensitization
might merely be one way but open up a way to increase
the effects of otherwise weak interventions.

To address the question of whether there is a pretest
sensitization, four groups are required and for ease of ref-
erence | have numbered the groups from 1 to 4. These four
groups in the design are the two groups mentioned in the
pretest-posttest control group design (groups 1 and 2) plus
the other two groups of the posttest-only control group
design (groups 3 and 4). The Solomon four-group design
can be diagrammed as follows. I have changed the num-
bering of Assessments (A here) for reasons that will be
clearer as follows:

. R A, X A
2. R A, A
3. R X As
4 R Aq

5.7.2: Considerations in Using
the Design

The design controls for the usual threats to internal validity.
The effects of testing per se can be evaluated by comparing
two control groups that differ only in having received the
pretest (i.e., comparison of Ay and Ag). More important, the
interaction of pretesting and the intervention can be
assessed by comparing pretested and unpretested groups
(i.e., comparison of A, and Asz). Actually, the data can be
analyzed to evaluate the effects of testing and the testing x
treatment interaction. To accomplish this, the posttreatment
assessment data for each group are combined into a 2 X 2
factorial design and analyzed with a two-way analysis of
variance. Only the following observations are used — Aj, A4,

As, and Ag. The factors in the analysis are testing (pretest vs.
no pretest) and treatment (treatment vs. no treatment).
Other methods of analyzing the data from the design are
available (see Braver & Braver, 1988; Sawilowsky, Kelley,
Blair, & Markman, 1994).

Another feature of the design is that it includes repli-
cation of intervention and control conditions. The effect of
treatment (X) is replicated in many different places in the
design. The effect of an intervention can be attested to by
one within-group comparison (A; vs. Aj) and several
between-group comparisons (e.g., Ay vs. Ay or Ag; As vs.
A6 or A4; A5 VS. A3 or Al)

If a consistent pattern of results emerges from these com-
parisons, the strength of the demonstration is greatly
increased over designs that allow a single comparison.

The design is elegant in the careful way in which pre-
test sensitization is evaluated. Yet, in methodology as in
life most things are trade-offs. In the Solomon-four group
design, a great effort goes into evaluating sensitization.
Among the trade-offs is statistical power. If one has, let us
say, N = 120 subjects for an experiment, putting all of those
into four groups would be 30 per group. If group size (n)
were increased using the same overall set of subjects (N),
statistical power would be increased as well. This can be
done with the Kazdin-on-the cheap-three-group version of
the Solomon design, which does just that. Use three groups
as follows:

. R A, X A
. R A A,
3. R X A

This variation evaluates the effects of the intervention
(X) with and without the pretest (groups 1 and 3) and
keeps in a control group to handle repeated testing
(group 2). The 120 subjects now are 40 for three groups—
greater power than four-group version. If one is interested
in evaluating pretest sensitization, the full four-group ver-
sion is still the clearest. Yet, the three-group version still
provides a test of the impact of the pretest on the outcome
by the direct comparison of groups 1 and 3. A rival expla-
nation for any difference there might be that group 1 had
the test two times and this is just repeated testing. But that
effect is covered in group 2. This Kazdin minimal version is
much more feasible to peek at pretest sensitization.

The design may appear to be somewhat esoteric
because sensitization effects rarely enter into theoretical
accounts of clinical phenomena. Yet, sensitization occa-
sionally has important implications beyond design con-
siderations, as I mentioned. Additional research efforts
probably should be directed at studying the effects of pre-
testing. The pretest—posttest control-group design is used
extensively, and the influence of pretesting is rarely stud-
ied in the contexts of clinical research. A few studies using



the Solomon four-group design or the Kazdin-on-the-
cheap-three-group version in well-researched areas might
be very valuable. Demonstrations across dependent meas-
ures might establish that in clinical research with widely
used measures or interventions, pretest sensitization is
restricted to a narrow set of conditions or may not occur at
all. As importantly, if there is a way to increase the effec-
tiveness of interventions or experimental manipulations
through sensitization experiences of any kind, that would
be important to know.

5.8: Factorial Designs

5.8 Express the relevance of the factorial designs
when there are multiple variables

The previously mentioned designs consist primarily of
evaluating the impact of a single independent variable. For
example, the independent variable may be given to one
group but withheld from another group. Alternatively, dif-
ferent versions of experimental condition might be pro-
vided across several groups. Whatever the variations, the
studies basically evaluate one independent variable.

The main limitation of single-variable experiments is that
they often address relatively simple questions about the
variable of interest.

The simplicity of the questions should not demean
its importance. In relatively new areas of research, the
simple questions are the bedrock of subsequent experi-
ments. However, more complex and refined questions
can be raised. For example, a single-variable experiment
might look at the impact of two different strategies
(e.g., emotion regulation, relaxation) for handling exper-
imentally induced stress in a single experimental ses-
sion. The simple question of which strategy works better
is a reasonable focus.

A more nuanced question might be raised by adding a
moderator. Perhaps there is reason to believe that the strat-
egies work well with different clinical problems (e.g.,
depressed vs. obsessive compulsive patients).

Factorial designs allow the simultaneous investigation of
two or more variables (factors) in a single experiment.
Within each variable, two or more levels or conditions
are administered.

In our hypothetical example, we have two variables:

1. Type of coping strategy
2. Type of clinical problem

Each variable has two levels (regulation or relaxation
for the coping variable; depression or obsessive compul-
sive disorder for the clinical problem variable). This 2 X 2
design (2 variables each with 2 levels) forms four groups
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that represent each possible combination of the levels of
the two factors, as shown in Figure 5.2. The data analyses
will identify whether the coping strategies differ from each
other on some measure of stress, whether the two diagnos-
tic groups differ, and whether the effects of coping vary as
a function of (are moderated by) diagnostic groups.

Figure 5.2: Coping Intervention (2 Levels or strategies)

Hypothetical factorial design comparing two independent variables
(or factors), Coping Strategy and Psychiatric Disorder.

MDD Emotion Regulation Relaxation
Type of Disorder Patients with MDD Patients with
MDD
OCD
Emotion Regulation Relaxation

Patients with OCD Patients with

OCD

A major reason for completing a factorial experiment is that
the combined effect of two or more variables may be of interest,
i.e., their interaction.

An interaction means that the effect of one of the variables
(e.g., coping strategy) depends on the level of one of the
other variables.

Earlier we discussed interactions in terms of external
validity. In this light, the interaction means that the effect
of one variable may or may not be generalized across all
conditions. Rather, the impact of that variable occurs
only under certain conditions or operates differently
under those conditions (e.g., with men rather than
women, with younger rather than older persons). We
also discussed this as moderation, i.e., a variable that
influences the magnitude or direction of the relation of
two other variables.

Each factor has two different levels of conditions mak-
ing this a 2 X 2 factorial design. (Note: MDD, Major Depres-
sive Disorder; OCD, Obsessive Compulsive Disorder.)

A factorial design is not a single design but rather a
family of designs that vary in the number and types of
variables and the number of levels within each variable.
The variation of factorial designs also is influenced by
whether or not a pretest is used. If a pretest is used, test-
ing can become one of the variables or factors (time of
assessment) with two (pretest vs. posttest) or more levels.
The data can be analyzed to assess whether subjects
changed with repeated assessment, independently of a
particular intervention.

In single-variable experiments, one manipulation is of
interest and all other variables that might influence the
results are controlled. In a factorial experiment, multiple
variables are included to address questions about separate
and combined effects of different variables. The variables
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that are included in the factorial design are not merely
controlled; their effect is evaluated as distinct variables in
the design.

5.8.1: Considerations in Using
the Design

The strength of a factorial design is that it can assess the
effects of separate variables in a single experiment. The
feature includes one of economy because different variables
can be studied with fewer subjects and observations in a
factorial design than in separate experiments for the single-
variable study of each of the variables, one at a time. In
addition, the factorial design provides unique information
about the combined effects of the independent variables.

The importance of evaluating interactions cannot be over-
estimated in conducting research.

Essentially, interactions provide the boundary condi-
tions of independent variables and their effects (referred to
as generality of the effect) and moderators (other variables
that may influence the relation).

The concerns about using the factorial designs are both
practical and interpretive. On the practical side, one must
remember that the number of groups in the investigation
multiplies quickly as new factors or new levels of a given
factor are added. For example, a design in its conceptual
stages might simply begin as a 2 X 3 by looking at type of
treatment (mindfulness training vs. biofeedback) and
severity of anxiety (high, moderate, and low). This design
already includes 6 (i.e., 2 X 3) groups. Yet it also might be
interesting to study whether the treatment is administered
by a live therapist or prerecorded modules administered
by computer. This third variable, manner of administering
treatment, includes two levels, so the overall design now is
a2 X 2 X 3 and has 12 groups. Also, while we are at it, per-
haps we could explore the fourth variable, instructions to
the subjects. This variable might have two levels in which
half of the subjects are told that the treatment was “discov-
ered by a reality show survivor” and the other half that it
was “discovered by a scientist engaged in basic laboratory
research.” We might expect mindfulness subjects who
receive the “guru instructions” and biofeedback subjects
who receive the “scientific researcher instructions” to do
better than their counterparts. Now wehavea2 X2 X2 X 3
design or 24 groups, a formidable doctoral dissertation to
say the least. Instead of a study, we have a career. As a gen-
eral point, the number of groups in a study may quickly
become prohibitive as factors and levels are increased. This
means that the demand for subjects to complete each of the
combinations of the variables will increase as well.

In practice, there are constraints in the number of subjects
that can be run in a given study and the number of factors
(variables) that can be easily studied.

A related problem is interpreting the results of multi-
ple factor experiments. Factorial designs are optimally
informative when an investigator predicts an interactive
relationship among two or more variables. Simple interac-
tions involving two or three variables often are relatively
straightforward to interpret. However, when multiple vari-
ables interact, the investigator may be at a loss to describe
the complex relationship in a coherent fashion, let alone
offer an informed or theoretically plausible explanation. A
factorial design is useful for evaluating the separate and
combined effects of variables of interest when these varia-
bles are conceptually related and predicted to generate
interactive effects. The inclusion of factors in the design is
dictated by conceptual considerations of those variables
and the interpretability of the predicted relations.

I have mentioned factorial designs to encourage atten-
tion to interaction terms, i.e., the combined relation of two
or more variables. There are other ways to accomplish this
goal. Regression analysis includes a family of ways of ana-
lyzing data where multiple variables can be combined to
predict a particular outcome. These matters are beyond the
scope of this text but available in many statistics texts.

5.9: Quasi-Experimental
Designs

5.9 Recognize the areas where the researcher has no
control over the subjects as quasi-experimental
designs

The previous designs constitute basic between-group
experimental designs and are true experiments because
central features of the study can be well controlled to elimi-
nate or make very implausible threats to internal validity.

The main feature is the investigator’s ability to assign sub-
jects randomly to conditions.

There are many situations in which the investigator
cannot exert such control over subject assignment, but the
investigator still wishes to evaluate an intervention of
some kind. In clinical, counseling, educational research, or
more generally research in many applied settings, investi-
gators cannot shuffle participants, clients, or students to
use random assignment. There are intact groups or groups
in various settings, and one must work within administra-
tive, bureaucratic, and occasionally even anti-research con-
straints. The investigator may be able to control delivery of
the intervention to some clients but not to others but the
groups are not randomly composed.

As noted earlier, research designs in which the investigator
cannot exert control required of true experiments have been
referred to as quasi-experimental designs (Campbell &
Stanley, 1963).



For investigators who are genuinely bothered by less
well-controlled studies, these can also be called gquasi-
experimental designs. No matter what they are called, very
strong inferences can be drawn from quasi-experimental
designs. However, the designs often require greater inge-
nuity in selecting controls or analyzing the data to make
implausible various threats to validity (especially, selection x
history or selection x maturation). As you recall selection in
combination with another threat (e.g., selection x history)
means that the groups might systematically vary in expo-
sure to events (e.g., in the school neighborhood). In a true
experiment, these experiences are varied but unsystematic
across groups due to random assignment.

5.10: Variations: Briefly
Noted

5.10 Examine the nonequivalent control group designs

There are many between-group quasi-experimental
designs because various groups might be added to for var-
ied control purposes, the most common of which parallel
the pretest—posttest and posttest-only experimental designs.
For each of the quasi-experimental equivalents of these
designs, the control group is not demonstrably equivalent
to the experimental group, usually because subjects have
been assigned to groups prior to the inception of the inves-
tigation. Because the groups are already formed, they may
differ in advance of the intervention. This explains why the
designs have also been referred to as nonequivalent control
group designs (Campbell & Stanley, 1963).

5.10.1: Pretest-Posttest Design

The most widely used version of a nonequivalent control
group design is the one that resembles the pretest-posttest
control group design. The design may be diagrammed
as follows:

nonR A; X A,
nonR A A,

In this version, nonrandomly assigned subjects (e.g.,
subjects who already may be in separate clinics, schools, or
classrooms) are compared.

One group receives the intervention and the other
does not. The strength of the design depends directly upon
the similarity of the experimental and control groups.

The investigator must ask how the assignment of sub-
jects to groups originally might have led to systematic dif-
ferences in advance of the intervention. For example, two
high schools might be used to evaluate a drug-abuse
prevention intervention in which the intervention is
provided at one school but not at the other. Youths in the
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schools may vary on such factors as socioeconomic status,
IQ, or any number of other measures. Possibly, initial dif-
ferences on the pretest measures or different characteristics
of the groups, whether or not they are revealed on the pre-
test, account for the findings. The similarity of youths
across schools can be attested to partially on the basis of
pretest scores as well as on various subject variables.
Pretest equivalence on a measure does not mean that the
groups are comparable in all dimensions relevant to the
intervention, but it increases the confidence one might
place in this assumption.

In the version of the design diagrammed previously,
the results could not easily be attributed to history, matura-
tion, testing, regression, mortality, and similar factors that
might occur across both groups. However, it is possible
that these threats might differ between groups (i.e., selection
x history or selection x maturation). These interactions
mean that particular confounding events may affect one
group but not the other, and hence might account for group
differences. For example, one group might experience his-
torical events (within the school) or differ in rate of matu-
ration (improvements without treatment). These influences
might account for group differences even if the subjects
were equivalent on a pretest.

Among the options that can be used to reduce the
prospect of differences between groups due to confound-
ing factors (also here referred to as covariates), propensity
score matching can be used, as highlighted previously.
Thus, even though the group assignment is fixed (e.g., to
different schools) individuals who receive and do not
receive the intervention could readily be matched and fur-
ther reduce threats to internal validity as plausibility of
rival interpretation of the results. Thus, the design can
yield strong inferences based on what the investigator does
to make implausible those threats that random assignment
normally handles, as illustrated further in an example later.

5.10.2: Posttest-Only Design

A nonequivalent control group design need not use a pre-
test. The posttest-only quasi-experimental design can be
diagrammed as follows:

nonR X Al
nonR Al

Of course the problem with this design, as with its
true-experimental counterpart, is that the equivalence of
groups prior to the intervention cannot be assessed. In the
posttest-only experimental design, discussed earlier, the
absence of a pretest was not necessarily problematic
because random assignment increases the likelihood of
group equivalence, particularly for large sample sizes.
However, in a posttest-only quasi-experiment, the groups
may be very different across several dimensions prior to
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the experimental manipulation. Hence attributing group
differences to the intervention may be especially weak.
Aside from problems of probable group nonequivalence
prior to the experimental manipulation and the absence of
a pretest to estimate group differences, this version of the
nonequivalent control group design suffers from each of
the possible threats to internal validity of the same design
with a pretest. The absence of pretest information means
that one cannot match (propensity scores) groups as one
strategy to reduce the plausibility of various threats to
validity associated with selection.

At first blush, one might wonder why even to include
this design here. The design is still quite useful. It might
be especially useful as a preliminary study to see if a pro-
gram is working or shows promise. It is important to
begin with recognition of a lamentable fact that in psy-
chology, education, criminology, rehabilitation, and so on,
the vast majority of programs, interventions, and curric-
ula are well intended but not evaluated in anyway.
A quasi-experiment and with a posttest only design
would be a huge leap in suggesting whether the interven-
tion has promise. Although the posttest-only quasi-
experiment is weak, occasionally this may be the most
viable design available.

5.11: Illustration

5.11 Illustrate how a quasi-experimental design was
used to study the impact of secondhand cigarette
smoke

The quasi-experimental designs were briefly covered
because they resemble the true-experimental designs that
were detailed previously. Yet, the richness of quasi-
experimental designs and the methodological thinking
behind them is lost with mere presentation of symbols to
reflect group conditions and assessment. Consider a
between-group study that is a quasi-experiment. There were
not quite perfect controls and people were not assigned ran-
domly to groups. This is a study that focused on the impact
of secondhand cigarette smoke, which is known to have
adverse effects including heart disease. Eliminating smok-
ing in indoor spaces is the best way to protect nonsmokers.

Some cities have instituted smoke-free ordinances that
ban smoking in public places (e.g., restaurants, taverns)
and work places.

Do you think such ordinances make a difference?

Arguably the best way to test this would be to randomly
select cities in the country and then randomly assign a sub-
set of these to be smoke free and others not to be smoke
free. This RCT is not going to happen for a host of reasons.
Try telling mayors of several cities or governors of various
states in the United States that they were assigned to the

control condition and everyone in indoor spaces cannot
smoke to his or her heart’s content (or disease).

If no RCT is possible, what can one do?

A quasi-experiment with the idea of making implausible
the threats validity is a good answer.

In one such quasi-experiment (referred to as The Pueblo
Heart Study) with several reports, the question has been
examined by selecting and comparing three cities (Cent-
ers for Disease Control and Prevention, 2009) in a pretest—
posttest quasi-experimental design. Pueblo, Colorado,
had a smoke-free ordinance and was compared to two
nearby cities over a 3-year period. The two nearby cities
did not have smoke-free ordinances and served as com-
parison cities.

The results: In Pueblo, with implementation of its smoke-
free ordinance, hospitalization rates for acute myocardial
infarction (heart attacks) markedly decreased from before
to after the ordinance was implemented. No changes in hos-
pitalization rates were evident in the two comparison cities.

Does this finding establish and prove that second-
hand smoking leads to increased heart attack? No, but no
one study rarely does that anyway. Also, we would want
to know more about the comparability of the three cities
and their hospitals, demographic composition of the cit-
ies, and more. It is possible that selection or different his-
torical events associated with the cities (selection x
history) could explain the findings. Also, was it reduced
secondary smoking or more people just quitting smoking,
which also results from a ban? All these and more are
good questions, but one should not lose sight of the
strength of the evaluation. The findings suggest that bans
do make a difference. Of course, it must be replicated. It
has been. The findings hold. With replication also in a
quasi-experiment, threats to validity (e.g., history, matu-
ration, retesting) are not very plausible. Still we need to
learn more about what facets of smoking changed and
what their specific impact was.

This is a good example because the question was one
of huge importance (public health, heart disease, death).

Is there any impact of a public ordinance? It is
important to evaluate because if it is effective, we would
want to extend this to other cities that were willing to
use this approach. If the ordinance is ineffective, what a
waste of time and resources! We would want to find that
out right away:.

There are many situations in which we believe we are
helping or we have an idea that we think will make an
important difference in society. The challenge is to add
evaluation to that. If the most rigorous research can be
done, yes always, we seize that opportunity. But the other
side is the problem. When the most rigorous study cannot
be done, this is not the time to go by our anecdotal experi-
ence. Many threats to validity can be made implausible to



help draw valid inferences. This is methodology at its best
(using ingenuity to improve the inferences that can be
drawn) not methodology at its easiest (random assignment
and careful control).

Among methodological purists, occasionally there is
the view that an RCT is not only the best way to demon-
strate the effectiveness of an intervention but the only way.
That is arguable and lamentable. I say lamentable because
we know that well-intended programs (e.g., for suicide
prevention, unprotected sex, treatment of aggression) occa-
sionally can harm, i.e., they make the target problem worse.
This makes evaluation central, whether or not an RCT can
be used. Quasi-experimental arrangements are essential in
such situations. It is in these difficult-to-evaluate-situations
that knowledge of methodology (e.g., threats to validity
and how to control them) and various statistical tools (e.g.,
matching) are utilized the most.

5.11.1: General Comments

Although the nonequivalent control group designs already
mentioned constitute the most frequently used variations,
all of the possible quasi-experimental designs cannot be
enumerated. In other variants, a special control group
may be added to address a particular threat or set of
threats to validity.

The additional control group is sometimes referred to as a
“patched up” control group to convey that it is a complete
add-on but added strategically to address a potential threat.

The general characteristic of quasi designs is that con-
straints inherent in the situation restrict the investigator
from meeting the requirements of true experiments. In
such cases, ingenuity is required to mobilize methodologi-
cal weapons against ambiguity. Various control groups can
be used to weaken one or more threats to internal validity
and patchup an otherwise imperfect design. Also, match-
ing techniques I have mentioned can help with interpreta-
tion of the results.

5.12: Multiple-Treatment
Designs

5.12 Recognize crossover design as a form of multiple-
treatment design

The defining characteristic of the multiple-treatment
design is that each of the different conditions (treatments)
under investigation is presented to each subject.

“Treatment” is used to refer to the design because of the
frequent use in the context of evaluating interventions
that produce therapeutic change (e.g., psychological
intervention, medication).
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Yet, it is better to consider treatment here to stand for
“condition” and that might be two or more experimental
manipulations with or without control conditions. Thus
a laboratory study might well present different condi-
tions (e.g., such as exposure to different tasks, different
priming experiences, different confederates acting in a
particular way).

Although the evaluation of treatments is “within sub-
jects,” separate groups of subjects are present in the design.
In multiple-treatment designs in clinical research, separate
groups are used with the goal of balancing the order of the
treatments. Balancing means that different orders are pre-
sented so that the effect of the treatment is not confounded
by the position (always presented first) in which it
appeared. Because separate groups are used in the multiple-
treatment designs, points raised about random assignment
and matching are relevant for constructing different groups
for multiple-treatment designs.

There are different versions of multiple-treatment
designs that depend upon the number of treatments and
the manner in which they are presented.

All of the designs might be called counterbalanced
designs because they try to balance the order of treatment
across subjects.

However, it is worth distinguishing both the com-
monly used version of the multiple-treatment design and
the general method for balancing treatments.

5.12.1: Crossover Design

A specific multiple-treatment design that is used most
often is referred to as the crossover design. The design
receives its name because part way through the experi-
ment, usually at the midpoint, all subjects “cross over”
(i.e., are switched) to the other experimental condition. The
design is used with two different conditions. Two groups
of subjects are constructed through random assignment.
The groups differ only in the order in which they receive
the two treatments. The design can be diagrammed
as follows:

R AIX1 A2 X2 A3 R Al X2 A2 X1 A3

The diagram may appear complex because of the
numbering of different interventions (X; and Xj,) and the
different observations (A; and Aj). However, the design
is relatively straightforward. Essentially, each group is
formed through random assignment (R). A pretest may
be provided to assess performance prior to any interven-
tion. The pretest (designated in the diagram as A;) is not
mandatory but is included because it is commonly used
and provides the benefits, discussed earlier. The crucial
feature of the design is that the groups receive the inter-
ventions (X; and X,) in a different order. Moreover, the
subjects are assessed after each intervention. Thus, there
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is an assessment halfway through the study at the cross-
over point as well as after the second and final treatment
is terminated.

The balancing of treatment is straightforward. Because
there are only two treatments (X; & X;), all possible orders
are easy. Here, balancing only means one group receives
Xj and then X, and the other group receives X; and then
Xi. Each treatment appeared in each position (first,
second), and each treatment preceded and followed the
other. Balancing becomes much more intricate once one
adds more treatments but the crossover version includes
just two.

The design is used frequently in evaluating the effects
of medication on various symptoms or disorders. For
two (or more) medications, a comparison can be made
within the same patients if there is an intervening
“washout” period during which all medication is
stopped and hopefully leaves (is washed out) a person’s
system. The second medication can then be adminis-
tered with little or no concern over lingering effects of
the first medication.

In psychological experiments, two or more treatments
can be provided this way too but it is difficult to continue
to show increments of change as one treatment builds on
another on outcome measures, for reasons discussed later.
Also, it is more difficult to “washout” psychological inter-
ventions, i.e., remove completely their prior impact, and it
is not really clear what that would mean and how one
would show that.

The crossover design is nicely illustrated in a com-
parison of two conditions (caffeine, placebo) provided to
each subject (Smith, Lawrence, Diukova, Wise, & Rogers,
2012). Well known is the influence of caffeine as a stimu-
lant. There are reasons to believe both from human and
nonhuman animal studies that caffeine can increase anxi-
ety. This is based on the effects of caffeine on neurons in
the brain and how these influence response to external
stimuli. The investigators tested the hypothesis that caf-
feine would increase responsiveness (reaction) to threat
and potentially anxiety-provoking cues and these would
be reflected in self-report, blood pressure, and activation
(fMRI) of brain centers associated with anxiety (e.g.,
amygdala, especially the basolateral complex). On two
occasions, healthy volunteers were exposed to a capsule
(pill) that included a caffeinated powder or a placebo
powder (of cornstarch). This was a double-blind study so
individuals administering the tasks or drink and the sub-
jects could not tell from the capsules what condition was
being administered.

Participants came to the experiment on two occasions
(one week apart); on each occasion, they were exposed to a
task (responding to faces with emotional expressions—
happy, sad, angry, fearful, and others) while being in the

magnet to evaluate brain activation. As in a crossover
design, some subjects were assigned to caffeine first and
then placebo and other subjects were assigned to placebo
first. Thus the different conditions were balanced, i.e.,
equally dispersed across subjects and each appeared before
and after the other. The caffeine was a single dose of 250mg
(equivalent to 2-2% cups of ground coffee).

The results supported the prediction. When under the
influence of caffeine, subjects showed significantly greater
anxiety on the measures, including activation of brain
regions associated with processing fear and anxiety. The
conclusion was that caffeine can indeed induce height-
ened response to social cues of threat and anxiety.

The effects were nicely demonstrated in a crossover
design, in this case with an experimental and a control
condition.

5.12.2: Multiple-Treatment
Counterbalanced Design

The crossover design as discussed here is a simple design,
usually with two conditions, in which each client receives
the different condition but in a different order; that is,
the conditions are counterbalanced. With an increase
in the number of conditions, however, counterbalancing
becomes more complex and the order in which the treat-
ments are given is more difficult to balance. Consider three
(A, B, C) rather than two conditions. The conditions
require all of the sequences to be completely balanced -
ABC, ACB, BCA, BAC, CAB, CBA. These six sequences
reflect the order in which the conditions appear. The sub-
jects who are to serve are randomly assigned to one of
these groups or sequences in which all three conditions
are presented. The design would be completely balanced
insofar all possible orders of the treatment (all permuta-
tions of ABC in their varying orders) are provided. In
practice, this is way too cumbersome (i.e., having all six
groups) and the variations increase exorbitantly if one
includes four or more conditions.

In practice, a special arrangement is used referred to as
a Latin Square. In a Latin Square, each condition (A, B, or
C) occurs once and only once in each position. Table 5.2
provides a hypothetical example of three conditions (ABC)
presented to subjects. There are three groups of subjects,
and each group receives all conditions but in a different
disorder. If one looks at the rows (horizontal), it is clear
that each condition (e.g., A) appears once and only once in
each position (first, second, or third). If one looks at the col-
umns, each condition also appears once and only once in
each position. At the end of the investigation, analyses can
compare different conditions and can assess whether there
were any effects due to groups (rows), order (columns), or
condition (As vs. Bs vs. Cs).?



Table 5.2: Hypothetical Multiple Treatment Study with
Three Conditions

Sequence A B C
(Group) 1

Sequence B C A
(Group) 2

Sequence C A B
(Group) 3

Mean or
Sum of
Rows

¢ Order effects refer to a comparison of the columns
(means or sums of Positions 1, 2, and 3)

e Sequence effect refers to a comparison of the rows
(means or sums of Groups 1, 2, and 3).

For each of these, totals are evaluated that ignore the
individual treatments.

One effect not completely controlled is the sequence
in which the treatment appears. The sequence of treat-
ments in the table (the rows) does not represent all pos-
sible sequences. Not every treatment is preceded and
followed by every other treatment. For example, A never
follows B, C never follows A, and so on. Hence, it is not
really possible with the above design to rule out the
influence of different sequences as a contributor to the
data for a given condition. There may be an interaction
between the effects of treatment and when treatment
appears in the sequence. This interaction can be avoided
as a source of confound by using all possible orders of
treatment with separate groups of subjects. In a com-
pletely balanced design, each treatment occurs equally
often in each order and each treatment precedes and
follows all others. The problem with such a design
is that the number of groups and subjects required may
be prohibitive. (The number of subjects for complete
counterbalancing would be k factorial, where k equals
the number of conditions in the experiment.) Which
sequences are selected for a given study is based on
random selection from a table of Latin Squares (see foot-
note 6, noted previously).

In general, the administration of three or more treat-
ments to the same subject is uncommon. When treatment
studies use multiple-treatment designs, two treatments
are more commonly compared, as illustrated with the
crossover design. Conducting additional treatments may
require a relatively long period of continuous treatment
so that each treatment has an opportunity to influence
behavior. Moreover, the problem of reflecting change
with multiple treatments, discussed below, makes testing
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for the effect of several treatments a dubious venture.
Consequently several treatments are evaluated within
subjects infrequently; when they are, the designs usually
are not completely balanced to include all possible
sequences of treatment. I mention Latin Square briefly to
be familiar when you read or hear it, but most probably
researchers do not do a Latin Square study in their
careers and most readers may not see one in the articles
they read.

5.13: Considerations in
Using the Designs

5.13 Identify some of the deliberations that need to be
taken into account while choosing a multiple-
treatment design

Multiple-treatment designs are used frequently in psy-
chology, medicine, nutrition, and other areas and in
both basic and applied research. In basic research, the
designs provide opportunities to evaluate procedures
or interventions (e.g., different reinforcement schedules,
diets, medications, or coping strategies) on immediate
outcomes (e.g., rate of lever pressing, indices of metabo-
lism, side effects, neuroimaging) to understand processes
under controlled conditions. In treatment with clearly
applied goals, the designs may be used as well (e.g., to
decide which among two alternatives is more likely to
be effective). The utility of multiple-treatment designs
depends upon several factors, including the anticipated
effects of juxtaposing different treatments, the type of
independent and dependent variables that are studied,
and the measurement of cumulative treatment effects
with the same subjects.

Perhaps the most important consideration in using a multi-
ple-treatment design relates to the problem of ordering
treatments. Actually there are different problems that can
be distinguished. To begin with, if an experiment consisted
of only one group of subjects that received two different
conditions (A and B) in the same order, the results would
be completely uninterpretable. For example, if condition B
led to greater change than condition A, it would be impos-
sible to determine whether B was more effective because of
its unique properties or because it was the second treat-
ment provided to all subjects. Treatment B may have been
more effective because a continuation of treatment, inde-
pendently of what the treatment was, may have led to
greater change. Thus, the order in which the treatments
appeared in this single group study might have been
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responsible for treatment differences and hence serves as a
plausible alternative explanation of the results.

When the order of treatments might account for the
results, this is referred to as an order effect.

The effect merely refers to the fact that the point in
time in which treatment occurred, rather than the specific
treatment, might be responsible for the pattern of results.
In most multiple-treatment designs, order effects are not
confounded with treatments because of counterbalancing,
as illustrated in the discussion of crossover and Latin
Square designs. Although order is not confounded with
treatment where counterbalancing is used, it still may
influence the pattern of results. For example, treatments
presented first may be more effective no matter which
treatment it is. Quite possibly the reason for this is related
to ceiling and floor effects, discussed later, in that by the
time the final treatment is provided in a series of treat-
ments, the amount of change that can be reflected on the
dependent measures is small.

There is another way that the specific order of treat-
ments may influence the results. Specifically, the transfer
from one treatment to another may not be the same for
each treatment. Receiving treatment A followed by treat-
ment B may not be the same as receiving treatment B fol-
lowed by treatment A. The order in which these appear
may partially dictate the effects of each treatment.

When the arrangement of treatments contributes to their
effects, this is referred to as sequence effects.

The nature of the problem is conveyed by other terms
that are sometimes used, such as multiple-treatment interfer-
ence or carryover effects. The importance of the sequence in
which different events appear in dictating their effects is
obvious from examples of everyday experience. For exam-
ple, the taste of a given food depends not only on the spe-
cific properties of the food but also upon what food or
liquid has immediately preceded it.

Order and sequence effects are potentially confusing.
Return to Table 5.2 to see the comparison of three hypo-
thetical conditions (ABC). Ignore the ABCs this time and
look to the rows (horizontal) and columns (vertical). Order
effect refers to a comparison of Positions 1, 2, and 3 col-
umns. If we sum ABC in Position 1 (which is the first treat-
ment provided to each group, respectively), we can
compare that with the sum of Position 2 and the sum of
Position 3 treatments are there differences. This ignores
what the ABC treatments are and looks at column totals.
Sequence effect looks at the sum of the rows. Is Sequence 1
total across ABC treatments any different from the sum of
Sequence 2 and sum of Sequence 3? Any differences on
those row totals would be a sequence effect.

As a general statement, multiple-treatment designs are
quite susceptible to the influence of sequence effects.

Whether these effects are viewed as nuisances depends
upon the purposes of the investigator.

Sequence effects represent complex interactions (e.g.,
treatment x order of appearance) and may be of interest in
their own right.

All events in one’s life occur in the context of other
events. Hence, sequence effects embrace questions about
the context in which events occur and the effects of prior
experience on subsequent performance. Yet, the complexi-
ties are in those cases in which three or more conditions are
provided to the same subject. If only two (A,B) conditions
are presented, there still may be sequence (and order)
effects because going from A to B may have different effects
from going from B to A. Yet, all is more easily evaluated in
the crossover design with only two conditions.

5.13.2: Restrictions with Various
Independent and Dependent
Variables

Considerations pertaining to the variables that are to be
studied may dictate whether a multiple-treatment design
is likely to be appropriate or useful for the experiment in
question. Certain variables of interest to the investigator
are not easily studied in a multiple-treatment design. For
example, the experimental instructions, subject expec-
tancies, or a stress induction manipulation may present
particular problems, depending upon the precise experi-
mental manipulations. The issue is that there might well
be a lingering influence of the first condition that is car-
ried over or is in conflict in some way with the second
condition and merely balancing these by crossover (A,B
for one group and B,A for the other) is not necessarily
helpful. One might not be able to present that repeatedly
because the impact might be expected to carry over (e.g.,
better adaptation to the second stressor). Alternatively,
one may use a washout period, which refers to an inter-
val (e.g., 1 week) that is designed to eliminate or reduce
any immediate carryover effects. Individuals receive the
separate conditions, but some time (e.g., hours, days,
weeks) is interspersed with the expectation that time will
reduce carryover.

Discussing potentially conflicting interventions or car-
ryover from one condition to the next raises another side of
the issue. It is possible to select conditions that are very
similar. For example, the “different conditions” presented
to the subjects may only vary in subtle characteristics.
These “different” conditions may produce few detectable
effects in a multiple-treatment design because subjects do
not distinguish the conditions:

e The first condition may lead to a certain degree of
change.



¢ The second condition, perhaps just a small varia-
tion, may not be perceived as any different from the
first one and hence may produce no differences
within subjects.

Essentially, the second condition is perceived as a
continuation of the first. Although condition differences
would not be revealed by changes within subjects, a com-
parison between groups for the first condition adminis-
tered might yield a difference. That comparison reflects
the impact with no other condition was provided other
than the first.

Personality, demographic, physical, and other stable char-
acteristics are not studied within subjects because they do
not vary within the same subject for a given experiment.

Obviously, participants are not both male and female
or a psychiatric patient and not a patient within the same
experiment. However, it is possible to provide experi-
ences within the experiment (e.g., instructions, expectan-
cies, incentives to perform in one way rather than
another) that changes how a subject reacts to certain vari-
ables. A participant could be given a success or failure
experience in an attempt to assess the impact of these
experiences on dependent measures. Stable subject char-
acteristics can be readily studied in factorial designs that
combine group and multiple-treatment features. For
example, a subject can be classified by one variable (e.g.,
sex, age, level of anxiety) and receive each of the different
levels of another variable (e.g., mood inductions to be
happy and sad). This combined design can examine
whether mood reactions differ according to subject
characteristics.

Aside from restrictions on independent variables,
there are restrictions on dependent measures that can be
readily evaluated in a multiple-treatment design. Depend-
ent measures involving such skills as cognitive or motor
abilities may not readily reflect treatment effects within
subjects. When one treatment alters a skill (e.g., bicycle rid-
ing or reading), the effects of other treatments are more dif-
ficult to evaluate than when transient changes in
performance are made.

5.13.3: Ceiling and Floor Effects

A possible problem in evaluating different experimental
conditions within the same subjects is that ceiling or floor
effects may limit the amount of change that can be shown.

Ceiling and floor effects refer to the fact that change in the
dependent measures may reach an upper or lower limit,
respectively, and that further change cannot be demon-
strated because of this limit.

The amount of change produced by the first interven-
tion may not allow additional change to occur.

Experimental Research Using Group Designs 135

Assume, for example, that two treatments are
presented in a multiple-treatment design and evaluated on
a hypothetical measure of adjustment that ranges in scores
from 0 to 100. Here, a score of 0 equals “poor adjustment,”
which means the individual is constantly depressed,
anxious, drunk, suicidal, and apathetic—and this is on the
good days. Assume that 100 equals the paragon of
adjustment or that the individual is perfectly adaptive,
content, and self-actualizing even in the face of recent loss
of family, possessions, job, fortune, memory, and favorite
methodology textbook. In pretreatment assessment,
subjects are screened and selected based on their poor
adjustment on the scale; say, scores lower than 25. Then
two treatments are provided, in counterbalanced order, to
two groups of subjects. Suppose the initial treatment
increases adjustment to a mean of 95. With this initial
change, a second treatment cannot provide evidence of
further improvements. For example, the data might show
the pattern illustrated in Figure 5.3, in which it can be seen
that the first treatment (A or B) led to marked increments in
adjustment and administering the second treatment did
not produce additional change. The conclusion would be
that the treatments are equally effective and that one does
not add to the other.

Figure 5.3: Hypothetical Data for a Crossover Design

Hypothetical data for a crossover design where each group of
subjects receives treatments but in a counterbalanced order.

100 —

Level of Adjustment

| | |
Pretreatment After First After Second

5.13.4: Additional Considerations
Regarding Ceiling and Floor Effects

A different pattern might emerge if there were no restricted
ceiling on the measure. That is, if even higher scores were
allowed and a greater amount of change could be shown,
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different conclusions might be reached. For example, if the
adjustment scale allowed scores beyond 100 and additional
degrees of adjustment, different results might have been
obtained. The treatments might have been different at their
first presentation. Treatment A might have led to a mean
score of 95 but treatment B to a score of 150. In that case,
when the other (second) treatment was applied to each
group, additional changes may have been detected, at least
in going from A to B.

In general, the problem of ceiling or floor effects is not
restricted to multiple-treatment comparisons. The
absence of differences between groups on a measure
may result from limits in the range of scores obtained on
that measure.

If scores for the different groups congregate at the
upper and lower ends of the scale, it is possible that differ-
ences would be evident if the scale permitted a greater
spread of scores. For example, in child treatment outcome
studies of my group, we evaluate treatment acceptability,
i.e., the extent to which treatment was viewed as appropri-
ate, fair, and reasonable. At the end of a study, parents and
children rated the treatment they received. We have used
different evidenced-based treatments (e.g., parent manage-
ment training, cognitive problem-solving skills training, or
their combination) (Kazdin, 2010). These treatments are
rated quite positively and do not differ in level of accepta-
bility. It is possible that the treatments were equally accept-
able. Yet, the means for the treatments are close to the
upper limit of possible scores on the scale. Thus, it remains
possible that acceptability would differ if the ceiling of the
scale were not so limited.

There are obvious and subtle problems to be aware of
with regard to floor and ceiling effects. The obvious one I
have been discussing, namely, is that there may be a
numerical limit to the scale that will not allow changes to
be found.

This is obvious because when one plots the scores
(individual scatter plot) or looks at characteristics of the
distribution (mean, variance, skew), the bunching of scores
to one extreme is easy to discern.

The more subtle version of ceiling and floor effects is
that toward the upper (or lower) ends of a scale (ceiling
and floor, respectively), the amount, level, or magnitude
of change needed to move one’s score at one point on the
scale or measure may be much greater than what is needed
to change when at a less extreme point on the scale. Let me
say this in a way to convey the point, even though it is not
quite accurate. When dieting, the first 10 pounds (4.53 kg)
is easier to lose than the second 10 pounds. The point is
that an increment or decrement of 10 is not equally easy at
all points on the measure (in losing weight). For a measure
of psychological adjustment or some other construct used
in a multiple-treatment design, the first intervention may

move people to a mean score of 75 on a scale that goes to
100. The investigator may say there is no ceiling effect
because the next treatment still has a lot of room (25
points) to get to the maximum score, so there is no ceiling
effect problem. Even so, there may be a ceiling problem.
Changes in these last 25 points (from 75-100) may be
much more difficult to make than changes from 50-75.
There may be a de facto ceiling that the numerical limit
does not necessarily reflect. To obtain a score of 90-100, for
example, this really requires amazing adjustment that few
people would have.

Related, even if it is equally easy to move from one
score to another throughout the full range of the possible
scores, it may be the case that in fact the extremes of the
scale are rarely used by anyone. Here again if one looks at
the scores (means and range for the sample), it will look
like there is no ceiling or floor problem because there is
still room to move further toward each end. Yet, there
might be a de facto ceiling or floor effect here. The “real”
range of the scale is what many subjects use in fact and the
fact that higher or lower scores are possible (but never
used) is deceiving.

How can one tell if these more subtle versions of ceiling
effects are likely? One can look to other research that has
used the scale. Does other research show that people in
fact can or often do score at the extremes of the scale? Is
there evidence that the end points provide useful and
usable data? If yes, then ceiling (or floor) effects are not
likely to be a problem.

Most of the time, it is useful just to worry about the
obvious way in which ceiling and floor effects are evident,
but the subtle way is not trivial. Support for one’s hypoth-
eses require many conditions to coalesce including whether
the measure(s) can show group or condition differences
when differences really exist.

Although the problem of ceiling and floor effects can
occur in any design, it is exacerbated by multiple-treatment
designs because different treatments operate toward
continued increases (or decreases) in scores. With some
manipulations that focus on skills (e.g., reading, musical
or athletic skills, something involving practice), the
scores may build on each other or accumulate so the
main change (from the preassessment) will be evident
only for the first condition presented. The second
condition, whichever one it is, may not reflect change
on the measure very much. Thus, one consideration
in using a multiple-treatment design is whether the
different measures provide a sufficient range of scores to
allow continued increments in performance from a
purely measurement standpoint.

From multiple-treatment designs, ceiling and floor
effects are readily avoided when behavior change is
transient. For example, interventions based upon



administration of drugs or incentives for performance in
a decision making game in a laboratory may produce
effects only while the condition is in effect. Assessment
can be made while these interventions are in effect. After
withdrawal of the condition, perhaps with an interven-
ing period so that drug or incentive effects are completely
eliminated, the second condition can be implemented.
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If the effects of a condition are transient and only evi-
dent when the condition is in effect, the improvements
resulting from one condition will not limit the scores
that can be achieved by the second treatment. The study
of conditions or interventions with transient effects
resolves the problem of ceiling and floor effects in the
dependent measures.

Summary and Conclusions: Experimental Research Using

Group Designs

Fundamental issues in research are the selection of sub-
jects and their assignment to conditions within the experi-
ment. Random selection was discussed as one possible
way of selecting subjects; this is rare in psychological
research. Subjects are selected from available samples or
those with a particular characteristic (e.g., clinical disor-
der). Critical sampling issues were discussed, including
the heavy reliance on a narrow range and type of subjects.
College students have been disproportionately used as
subjects in research. Some of that has changed in light of
increased evidence that generality of results from such
samples is in question for basic psychological processes.
Also, access to additional samples with easy access (e.g.,
from the Web) has expanded the pool. In general, selecting
a diverse sample is a default position. That increases the
onus on us as investigators to explain more explicitly why
a non-diverse sample is a more appropriate or better test
of our hypotheses. In clinical research of course, the sam-
ple often is determined by patient characteristics of inter-
est. Here too diversity is no less important. In selecting
subjects, samples of convenience were also mentioned.
These are subjects identified merely because they are
available and occasionally because they are serving some
other purpose. The overall point is that whatever sample
is used, the investigator ought to state explicitly the ration-
ale for using a particular sample and any exclusions that
were imposed.

Careful attention must be given to the assignment of
subjects to groups. In experimental research, subjects are
assigned in an unbiased fashion so that each subject has
an equal probability of being assigned to the different
conditions. Typically, random assignment is employed.
As an adjunctive procedure, subjects may be matched on
a given variable at the beginning of the experiment
and randomly assigned in blocks to conditions. Match-
ing followed by random assignment is an excellent way
to ensure equivalence of groups on a measure that
relates to the dependent variable. Matching also was

discussed in the context in which subjects are preas-
signed to some condition by virtue of their status, experi-
ence, or some other event not under control of the
experimenter. Propensity score matching was highlighted
as a method used increasingly to accomplish matching on
multiple variables.

Many different designs were discussed including the
pretest—posttest control group design, posttest-only con-
trol group design, Solomon four-group design (including
the Kazdin-on-the-cheap-three-group version), factorial
designs, and quasi-experimental designs. In these
designs, each subject receives one condition (treatment,
control) and groups are compared to evaluate the impact
of the intervention or manipulation. The pretest-posttest
control group was noted as particularly advantageous
because of the strengths that the pretest provides for
demarcating initial (pre-experimental manipulation)
scores, evaluating change, and increasing power for sta-
tistical analyses. Randomized controlled trials are experi-
ments designed to evaluate an intervention and are
frequently used in medicine, psychology, education,
criminal justice, rehabilitation, and other areas with
applied foci. Usually these designs rely on the pretest-
posttest control group design.

Multiple-treatment designs were also discussed. In
these designs, each subject receives all of the conditions
(e.g., more than one treatment or treatment and control
conditions). Separate groups of subjects are used so that
the different treatments can be counterbalanced. Coun-
terbalancing is designed to ensure that the effects of the
treatments can be separated from the order in which
they appear. In the simplest multiple-treatment design,
referred to as the crossover design, two treatments are
given to two groups of subjects but in different order. In
more complex versions, three or more interventions or
conditions may be delivered and presented either in a
randomized or in a prearranged order to randomly com-
prised groups of subjects. A Latin Square design refers
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to ways of arranging multiple treatments within subjects
where the number of treatments is equal to the number of
groups and where each treatment appears once in each posi-
tion in the sequence in which treatments are arranged.

There are several considerations in using multiple-
treatment designs. Order and sequence effects can emerge
and must be controlled by ensuring whenever possible that
each treatment is administered at each point in the order of
treatments (e.g., first, second, third, etc.). Also, ceiling and
floor effects are more likely in multiple-treatment designs,
i.e., upper or lower limits on the response measure that will
not allow subsequent interventions to reflect further change
in performance.

Critical Thinking Questions

1. What is random assignment exactly, and what is it
designed to accomplish?

2. What is the difference between a true-experiment and
quasi-experiment?

3. What are some of the advantages of using a pretest, as
in a pretest—posttest control group design?

Chapter 5 Quiz: Experimental Research Using Group
Designs



Chapter 6

Control and Comparison

Groups

Learning Objectives

6.1 Identify a control group
6.2 Recall a no-treatment control group

6.3 Recognize the rationale of using the wait-
list control group

6.4 Express the phenomenon of sudden
gains as applicable to no-contact control
groups

6.5 Examine the role of the placebo effect in
nonspecific treatment

6.6 Evaluate the ethical considerations in
administering treatment as usual

In a first introduction to research methods, we are often
taught that an experiment requires a control group. Of
course, the notion of a control group is mildly misleading
because it implies that the addition of a single group to a
design may provide a general control for diverse biases,
artifacts, and rival hypotheses that might plague the
research. In fact, there are all sorts of groups that may be
added or included in a design depending on the potential
influences other than the manipulation or intervention that
may account for the results (threats to internal validity)
and the specificity of the statements the investigator wishes
to make about what led to change or group differences
(threats to construct validity). Indeed, a more in-depth
understanding of research design might be pursued by
considering the broader concept of comparison groups.

Comparison groups refer to any group included in design
beyond the primary group or groups of interest.

Comparison groups permit the investigator to draw
various conclusions; the groups differ in the types of conclu-
sions they permit. There might be multiple treatment
groups, for example, that differ on one or two ingredients or
component because the investigator wishes to dissect

6.7 Report the utility of a yoked control group

6.8 Explain how nonrandom assigned or
nonequivalent control group help rule out
specific rival hypotheses

6.9 Identify some of the main deliberations
while selecting a group

6.10 Assess how intervention research addresses
the various research concerns

6.11 Evaluate three additional psychosocial
strategies that can be used to develop
effective interventions.

treatment or make claims about a particular ingredient.
Here the comparison groups all include treatment and in
some sense are not “control” groups as this is usually
discussed.

The broad issue for any group study is what groups to
include in the study, whether variations of some experi-
mental manipulation or an effort to rule out various threats
to validity. As one begins to design a study, selection of
groups is guided by what one wishes to say at the end of
the study. Would you be able to say if the results came out
as predicted, or will there be some ambiguity due to inter-
nal or construct validity threats?

What do you think?

Whether a study is a well-designed study is determined in
large part by whether the investigator is entitled to say what
she said in light of the findings. It may be that the findings are
fine but the investigator says that they cannot be explained
by this or that other interpretation, but the design did not
allow for that. Stated in other ways, threats to validity (e.g.,
internal or construct in particular) may interfere with the con-
clusions reached by the author. And we then say, the study
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was not a poorly designed study necessarily. It may have
included all sorts of wonderful practices (e.g., random every-
thing, matching, multiple measures, and more). The “but” is
that the conclusions must be connected to the design fea-
tures. Comparison groups might be needed in the design to
allow the author to make the interpretation he or she wishes
to advance.

Comparison is the broad and generic category and
includes any group that will help reach inferences of inter-
est to the investigator. Comparison groups may include
two or more active experimental groups (comparing mood
inductions, tasks, priming). Control groups are merely
one type of comparison group included in a study. Some
control groups (e.g., no treatment, wait list) primarily
address the threats to internal validity; other control
groups (e.g., nonspecific treatment) address threats to con-
struct validity in the sense that they aid in interpreting the
basis for the impact of the intervention. The investigator
may wish to make any number of statements about the
experimental manipulation and what accounted for the
change. Because the range of possible conclusions varies
widely with content area and investigator interest, all
groups of interest cannot be catalogued. Nevertheless,
comparison groups often used in clinical research can be
identified and illustrated. This chapter discusses groups
that are often used in clinical research, the design issues
they are intended to address, and considerations that dic-
tate their use.

In this chapter, we discuss control and comparison
groups in the context of intervention studies in part because
the range of options is well developed and one can convey
how they operate to allow different types of conclusions.
The discussion focuses primarily on true-experiments where
the investigator is manipulating or controlling the delivery
of the intervention. Control groups will emerge again in the
context of observational studies because the groups in those
studies raise entirely different challenges in addressing
threats to validity.

6.1: Control Groups

6.1 Identify a control group

Basic control groups usually are used to address threats to
internal validity, such as history, maturation, selection,
testing, and others. Control of these threats is accomplished
by ensuring that one group in the design shares these influ-
ences with the intervention group but does not receive the
intervention or experimental condition. If the intervention
and control groups are formed by random assignment and
assessed at the same point(s) in time, internal validity
threats are usually addressed. In clinical research, several
control groups are often used. We discuss many different
control groups many of which are routinely used in inter-
vention research. Table 6.1 lists the groups we discuss for
easy reference and brief summaries.

Table 6.1: Basic and Not-So Basic Control Groups in the Context of Intervention Research Evaluation

No Treatment Control Group

No intervention is provided to this group and assessments (pre/post) are obtained over the same interval that the

intervention is provided to the intervention group.

Wait-List Control Group

Identical to the no-treatment control group except after the second (post) assessment, participants now receive

the intervention. Sometimes an additional assessment is provided after the wait list group receives the

intervention.

No-Contact Control Group

No intervention is provided, but participants are not aware that they are participating in a study and have no

contact with staff involved in the project.

Nonspecific Treatment or Attention-
Placebo Control Group

An “intervention” is provided to include common factors or nonspecific features of the intervention (e.g., credible
rationale, some procedures, participation or attendance) that are not considered to be the critical components that

are responsible for intervention effects achieved in the intervention group. This is equivalent conceptually to a
psychological “placebo,” ergo the alternative name of “attention-placebo” control group.

Treatment as Usual

The standard or routine treatment that is provided in a given setting for the same clinical problem or intervention

focus. This group receives whatever is usually done, i.e., as usual care.

Yoked Control Group

Not necessarily a separate group from one of the prior groups in this table. Yoking refers to matching subjects in

different groups on some variable (e.g., duration or number of sessions) that might emerge during the course of the
study. The investigator wishes to rule out the impact of these probably ancillary differences between intervention
and nonintervention groups. Subjects in intervention and nonintervention groups are paired as “partners” so to
speak and the emergent variable (e.g., more sessions) that was provided to the intervention subject is assigned to

the partner.

Non-Randomly Assigned or
Nonequivalent Control Group

A group might be added to the experimental design even though this group could not be randomly assigned to
various conditions as were subjects in the other groups. Even so, this group may be selected and used to make

implausible specific influences that are not otherwise well controlled (e.g., testing, maturation).




6.2: No-Treatment Control
Group

6.2 Recall a no-treatment control group

In evaluating an intervention, a basic question can always
be raised, namely, to what extent would persons improve
or change without the intervention? A no-treatment control
group in the experimental design receives all of the assessments
but no intervention and addresses this question.

6.2.1: Description and Rationale

The term “no-treatment group” is commonly used even
when interventions are not psychosocial treatments.

This group is so fundamental to intervention research that
it was included in the basic descriptions and diagrams of
the pretest—posttest control group and posttest-only con-
trol group designs. This is the group composed by ran-
domly assigning subjects to conditions (intervention,
no-treatment). This latter group is assessed but otherwise
receives no intervention. By including a no-treatment
group in the design, the effects of history, maturation, and
repeated testing as well as other threats to internal validity
are directly controlled.

The performance of persons in a no-treatment control
group can change significantly over time due to:

¢ History
* Maturation
¢ Testing

¢ Statistical Regression

In some cases, clear historical events are possible
explanations. For example, people who are assigned to
no-treatment may seek other treatments at another clinic.
Even if another type of treatment is not formally sought,
clients may improve as a function of more informal means of
“treatment,” such as talking with relatives, neighbors,
members of the clergy, or general practice physicians.
Improvements over time may also result from changes in the
situations that exacerbated or precipitated the problem (e.g.,
adjustment after a death of a loved one) and other
maturational influences that affect one’s mood, outlook, and
psychological status. Individuals who come for treatment
may be at a particularly severe point in their problem. Hence
one would expect that reassessment of the problem at some
later point would show improvement. Statistical regression
is one explanation for that, but also even without that change
over time is “normal.” It may not be true that “time heals all
wounds,” but ordinary processes occurring with the passage
of time certainly are strong competitors for many therapeutic
techniques. From a methodological standpoint, the important
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issue is to control for the amount of improvement that occurs
as a function of these multiple, even if poorly specified and
understood, influences.

A no-treatment control group assesses the base rate of
improvement for clients who did not receive the treat-
ment under investigation.

It is important to use as a no-treatment group clients
who have been randomly assigned to this condition. Viola-
tion of random assignment erodes the interpretability of
any between-group differences after treatment has been
completed. For example, some individuals for one reason
or another may choose not to participate in the program
after pretreatment assessment or withdraw after a small
number of treatment sessions. Persons who have with-
drawn from treatment would of course not be appropriate
to consider as part of or additions to the no-treatment con-
trol group. While these clients might be considered to have
received no treatment, they are self-selected for that status.
Their subsequent performance on any measures might
well reflect variables related to their early withdrawal,
rather than to the absence of treatment.

6.2.2: Special Considerations

Using a no-treatment control group presents obvious ethi-
cal challenges. When clients seek treatment, it is difficult to
justify withholding all attempts at intervention. Providing
an experimental or exploratory treatment that is reasona-
ble, even if unproven, usually is more ethically defensible
than providing no treatment at all. One has to say “usually”
because interventions occasionally make things worse, so
one cannot assume that a new intervention (therapy, medi-
cation, and educational program) will have no effects or
positive effects. Even so, no-treatment definitely withholds
treatment and that notion is objectionable because it means
not even trying to help.

When it comes to withholding treatment in a clinical
situation, ivory tower pleas for experimental elegance,
control groups, and the importance of scientific research
may be unpersuasive to prospective clients. Actually, the
ethical issue usually is circumvented by conveying at the
outset of a study that one could be assigned to a no-
treatment condition and that individuals ought to partici-
pate in the study only if this possibility is acceptable.
Solicitation of consent to participate in advance of the
study conveys the options to the prospective participants
and allows them to decide if participation is reasonable.
Even this is by no means a great solution. Clients may
agree to participate but then end up dropping out if they
are not assigned to the treatment group. Indeed, informed
consent explicitly specifies that a participant can withdraw
at any time. Withdrawing once assigned to a no-treatment
group is reasonable or at least quite understandable from
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the standpoint of a client. Leaving this issue aside, for cli-
ents who are suffering significant impairment or dysfunc-
tion and indeed who are in crisis, it is unclear whether
assignment to no-treatment would be ethically defensible
even if they agreed to participate and remain in the
condition.

Aside from ethical issues, there are obvious practical
problems in utilizing a no-treatment control group. Difficul-
ties are encountered in explaining to clients who apply why
treatment is unavailable or why there is a no-treatment con-
dition. When the study begins, persons who are assigned
to the no-treatment condition may seek treatment elsewhere
or they may resent not receiving treatment and fail to coop-
erate with subsequent attempts to administer assessment
devices.

If a no-treatment group of clients is successfully
formed, it is likely that there will be time constraints on the
group. As a general rule, the longer that clients are required
to serve as no-treatment controls (interval from pretreat-
ment to the second or posttreatment assessment), the more
likely they will drop out of the study. The investigator may
wish to know the effects of the intervention over an
extended period (e.g., 1, 5, or 10 years of follow-up). How-
ever, continuation of a no-treatment condition usually is
not feasible over an extended period (e.g., months). Few
no-treatment subjects are likely to remain in the study over
an extended period; those who do may be a select group
whose data are difficult to interpret.

A partial solution to withholding treatment and meeting the
requirements of a no-treatment control group is to use a wait-list
control group.

6.3: Wait-List Control
Group

6.3 Recognize the rationale of using the wait-list
control group

Rather than withhold treatment completely, one can merely
delay treatment. A wait-list control group withholds treatment
for a period of time after which treatment is then provided.

6.3.1: Description and Rationale

The period for which treatment is withheld in a wait-list
control group usually corresponds to the pre- to posttreat-
ment assessment interval of clients in the treatment condi-
tion. Thus, treatment and wait-list cases are assessed at the
beginning of the study (before any treatment is given) and
at that point when the treatment group has completed
treatment. The wait-list group will not have received the
intervention during this period but will have completed all
of the pre and “post” assessments (it is really a second

pretreatment assessment for them because they have not
received treatment). As soon as the second assessment bat-
tery is administered, these subjects can begin treatment.

When clients originally apply for treatment, they can be
asked whether they would participate even if treatment
were delayed. Only those subjects who agree would be
included in the study. These clients would be assigned ran-
domly to either treatment or wait-list control conditions.

The control clients are promised treatment within a
specified time period and in fact are called back and sched-
uled for treatment. Although it is tempting to assign those
clients who indicate they could wait for treatment to the
control group and those who could not wait to the treat-
ment group, circumventing random assignment in this
way is methodologically disastrous. Treatment effects or
the absence of such effects could be the result of subject
selection in combination with history, maturation, regres-
sion, and other threats to internal validity.

The three rudimentary features that characterize a
wait-list control group are:

1. If a pretestis used, there must be no treatment between
the first and second assessment periods for the wait-list
control group. During this period, the group is func-
tionally equivalent to a no-treatment control group.

2. The time period from first to second assessment of the
wait-list control group must correspond to the time
period of pre- and posttreatment assessment of the
treatment group. This may be easily controlled if treat-
ment consists of a particular interval (e.g., 2 months)
and the pre-to-posttreatment assessment period is
constant across treated subjects. Then, wait-list control
subjects can return for reassessment after that fixed
interval has elapsed. If treatment duration varies, a
wait-list subject might be reassessed at the same inter-
val of the treatment subject to which he or she has been
matched (elaborated further later in the discussion of
yoking). For example, a wait-list control subject can be
scheduled for reassessment at the same time when a
treated subject returns for posttreatment assessment.
The wait-list control and experimental subjects are
grouped in this way on the basis of having taken the
pre- and posttreatment assessment devices over the
same time interval (e.g., within 1 week), or perhaps
even on the same days. It is important to keep the time
interval constant to control for history and maturation
over the course of the assessment interval.

3. Waiting-list control clients complete pretest or posttest
assessments and then receive treatment. An important
practical question is how to have the wait-list subjects
return for reassessment immediately prior to provid-
ing them with treatment. Actually, this is not particu-
larly difficult. Clients usually are required to complete
the assessment again before receiving treatment.



Essentially, reassessment is connected with the prom-
ise of scheduling treatment and serves as an immedi-
ate antecedent to the long-awaited intervention.

6.3.2: Special Considerations

Use of a wait-list control group has much to recommend it.
From a practical standpoint, it usually is not as difficult to
obtain wait-list control subjects as it is to obtain no-
treatment subjects. The difficulty partially depends upon
how long the controls are required to wait for treatment,
the severity of the problem, their perceived need for treat-
ment, and the availability of other resources.

From the standpoint of experimental design, there is a
decided advantage in the use of a wait-list control group.
This group allows careful evaluation of treatment effects
at different points in the design. Because treatment even-
tually is provided to the wait-list control subjects, its
effects can be evaluated empirically.

Essentially, a wait-list control study using a pretest can be
diagrammed as follows:

R A X A
R AA, X Ay

The effect of treatment (X) is replicated in the design. Not
only can the treatment be assessed by a between-group
comparison (comparison of A; for each group using A; as
a covariate or part of repeated measures analysis) but also
by within-group comparisons as well (comparison of
change from A; to A, separately for each group and the
change from A, to Aj for the wait-list group by within-
group f tests). Of course, to accomplish this, wait-list con-
trol group subjects must be reassessed (Aj) after they
finally receive treatment.

The wait-list control group does not completely amelio-
rate the ethical problems of withholding treatment but
may help a little. Now the issue is not withholding
treatment from some of the clients. Rather, all clients
receive treatment and differ only according to when
they receive it. Ethical problems arise if clients request or
require immediate treatment and delaying treatment
may have serious consequences. Obviously, a wait-list
control group is not ethically defensible with patients
at risk for injury or death (e.g., self-injury, suicide) but also
if they are suffering or impaired by their own account
or by other measures (e.g., family report, initial screen-
ing assessment).

Apart from such situations and as an alternative to the
no-treatment control group, a wait-list group offers a dis-
tinct advantage because clients eventually receive treat-
ment. That also gives the possibility of demonstrating
replication of treatment effects as the wait-list group can
eventually provide outcome data once they finally com-
plete treatment.
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There is a limitation of the wait-list control condition.
Because subjects in the wait-list group receive treatment
soon after they have served their role as a temporary no-
treatment group, the long-term impact of such processes as
history, maturation, and repeated testing cannot be evalu-
ated. Even if wait-list subjects did not change very much in
the time interval in which they waited for treatment, they
may have improved or deteriorated greatly by the time of
follow-up assessment even without treatment. One can fol-
low the treatment group to see how they are doing 1 or 2
years later. Yet, the wait-list control group is no longer
available for comparison; by this time, this group will be
another treatment group. It is important to be aware of this
disadvantage. If one is planning follow-up in an interven-
tion study, this is certainly relevant.

6.4: No-Contact Control
Group

6.4 Express the phenomenon of sudden gains as
applicable to no-contact control groups

The effects of participating in a study, even if only in the
capacity of a no-treatment or wait-list control subject, may
have impact on the subjects because participation can be
reactive. In the context of treatment research, participating
in a control group may exert some therapeutic change.
Indeed, in the early history of psychotherapy research, we
learned that clients who only receive the initial assessment
battery on separate occasions before any treatment begins
show marked improvements (Frank, Nash, Stone, & Imber,
1963). Among the interpretations, one is that just the pro-
cess of entering a treatment study mobilizes hope and
expectations for improvement but certainly statistical
regression is as if not more plausible and parsimonious.

Fast forward to contemporary research and we know
about a phenomenon referred to as sudden gains (Aderka,
Nickerson, Boe, & Hofmann, 2012). This refers to changes
made very early in treatment and sometimes even before
the putative critical ingredients of the intervention have
been provided. For example, specific cognitive processes
or special activities may be viewed by the investigator as
the essential components of treatment and on which
change depends. Many clients may change suddenly and
even before these components are provided. The sudden
gains can be as enduring as those achieved with the full
treatment regimen. In short, something might be going on
by participating in treatment or a treatment study:.

Occasionally it is possible to evaluate the impact of par-
ticipation in a study by using as a control group individu-
als who have no contact with the project. These individuals
constitute a no-contact control group.
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6.4.1: Description and Rationale

The requirements for a no-contact group are difficult to
meet because the subjects do not receive treatment and do
not realize that they are serving in this capacity. To obtain
such a group of subjects, pretest information usually is
needed for a large pool of subjects who are part of a larger
assessment project. Some of these subjects, determined
randomly, are selected for the no-contact group. The initial
assessments are administered under some other guise (e.g.,
part of routine class activities in an undergraduate course).
Also, obtaining subsequent test information must be con-
veyed as part of a routine activity, so it is not associated
with a treatment project. Testing on measures relevant to a
psychological study might be part of a routine class activ-
ity or some other purpose (e.g., administering tests to all
introductory psychology students as part of a subject pool
that might be used for research or testing of all college ath-
letes that is routine or standard). In each case, assessment
is disconnected to a study or at least a specific study.

A no-contact control has come to have different mean-
ings over time. In the initial use and still relevant methodo-
logically, it meant that individuals are not aware that they
are involved in a study. The classic example focused on
treating speech anxiety among college students (Paul,
1966). Several students who qualified for treatment were
used as no-contact control subjects. Measures were admin-
istered under the guise of requirements for and a follow-up
to ordinary college speech classes. To clarify, two control
groups were included in the study:

1. There was a no-treatment group. These subjects were
aware they were in the study, received several assess-
ment devices as part of the study, telephone contact
and interviews, and other procedures related to the
treatment project.

2. There was a no-contact group. These subjects completed
assessments before and after “treatment” of other sub-
jects, but these assessments were part of participation in
the speech class. There was no phone contact with these
individuals. Thus, data were available without reveal-
ing use of the information as part of a treatment study.

At the end, comparisons could be made assessing the
effect of receiving contact with the program (no treatment
subjects) versus no contact. Among subjects who did not
receive treatment, those who had no explicit contact with
the study (no-contact controls) performed less well on
various measures of anxiety and personality at the end of
the study and at follow-up than those subjects who did
(no-treatment controls who knew they were part of the
study). Thus, serving as a no-treatment subject explicitly
connected with the study was associated with some
improvements that did not occur for no-contact subjects.
This is instructive because it conveys that knowledge of

participation (reactivity) can lead to change. The term
“no-contact group” is used in another sense than the con-
trol procedure I have described.

In treatment research, an increased focus is the use of self-
help interventions. With these interventions, individual cli-
ents take control and implement treatment for themselves.

There are many variations that reflect a continuum of
external support and contact, including complete inde-
pendence (no contact); group support; and minimal to
full-time aid from volunteer, semiprofessional, or profes-
sional help (Harwood & L’Abate, 2010). Self-help inter-
ventions use various media (i.e., apps, Web-based
interventions, videos) to provide treatment. Although
many mental health problems have been studied, anxiety
and depression have received the greatest attention. In
some of these studies, the intervention group (rather than
a control group) involves no contact.

In this context, no contact refers to the intervention group
where participants receive no contact with a therapist or
mental health professional. This is different from the prior
use of the term I noted where no contact meant not know-
ing one was even participating in a study.

For example, in one study, clients with panic disorder
were assessed and then assigned to one of two conditions:
bibliotherapy or wait-list control group (Nordin, Carlbring,
Cuijpers, & Andersson, 2010). Bibliotherapy consisted of
providing a self-help course of cognitive behavior therapy
strategies for the treatment of panic. All subjects knew they
were in a study. In this case, no contact meant the subjects
carried out treatment without therapist contact or assis-
tance for the 10 weeks of treatment. The group improved
significantly better on outcome measures immediately
after treatment and 3 months later when compared with
the wait-list control. In this study, no contact is not a con-
trol group but rather the treatment group. In that sense,
this is not what is meant by no-contact controls in the pre-
sent chapter. Yet, it is important to mention the diverse
uses of “no contact” to convey the term does not always
mean a control condition. One of the challenges in pro-
vided mental health services on a large scale is that it is
difficult to get treatment to people in need for a variety of
reasons (e.g., too fewer therapists in places such as rural
areas, stigma of going to therapy). Use of treatments with
minimal or no therapist contact is one of many strategies to
try to improve the reach of therapy (Kazdin & Blase, 2011).

6.4.2: Special Considerations

Use of a no-contact control group where participants are
not aware that they are participating in a study is rarely a
viable option for research. Administering measures under a
guise other than participating in a study is likely to violate
both the letter and spirit of current informed consent



requirements for participants in research. Studies in institu-
tional settings such as schools, clinics, hospitals, and pris-
ons and studies with large populations engaging in
standardized testing such as the military or all entering
high school or college students might permit delineation of
a no-contact control group. Assessment devices could be
administered routinely on separate occasions and be used
to provide data for comparisons with subsamples that serve
in the study. And special matching techniques (e.g., propen-
sity score matching) could be used to get a matched no-
contact group to serve as a basis of comparison with an
intervention group. Even so, use of data as part of research
almost always requires informing subjects and obtaining
consent. Exceptions can be made when identity is com-
pletely obscured (e.g., anonymous records review) but that
is not always the case. As a general rule, subjects would
need to be informed that they are serving in a study, per-
haps even more so when an intervention is involved and
the potential implication that someone needed treatment.

The main issue is not in whether a no-contact group
could be formed but rather the requirements of the
research question. In most studies, the investigator is
not likely to be concerned with separating the effects
of contact with the treatment or research project from
no-contact; a no-treatment or wait-list control group
is likely to serve as the appropriate measure of
improvement against which the effects of treatment
can be evaluated.

On the other hand, it might be important for conceptual
reasons to evaluate whether serving in a project, even as a
no-treatment subject, influences a particular set of measures
or clinical problem. A fundamental issue in developing effec-
tive interventions (e.g., psychological treatment, educational
interventions) is that the interventions (e.g., procedures,
techniques) are the critical ingredient. In that context, it is
useful to know how much change occurs anyway if individ-
uals believe they are participating in a study (e.g., no-
treatment or wait-list group) versus not believing they are
participating in a study (e.g., no contact). In addition, under-
standing how changes come about without interventions
would be informative and potentially useful to harness.

6.5: Nonspecific Treatment
or Attention-Placebo
Control Group

6.5 Examine the role of the placebo effect in
nonspecific treatment

The next type of control group we will examine is the non-
specific treatment or attention-placebo control group.
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6.5.1: Description and Rationale

No-treatment and wait-list control groups are employed
primarily to address threats to internal validity (e.g., his-
tory, maturation, repeated testing). In the context of treat-
ment research, a nonspecific-treatment control group not
only addresses these threats but also focuses on threats to
construct validity. In any treatment, there are many seem-
ing accouterments that may contribute to or be responsible
for therapeutic change. Such factors as attending treatment
sessions, having personal contact with a therapist, hearing
a logical rationale that describes the supposed origins of
one’s problem, and undergoing a procedure directed
toward ameliorating the problem may exert influence on
client performance and generate their own therapeutic
effects. These factors are referred to as common or nonspecific
factors of psychotherapy because they are ingredients in
most treatments. Moreover, when we consider specific
therapy techniques (e.g., cognitive behavioral treatment,
multisystemic therapy), we usually do not know the mech-
anisms of action or processes through which they achieve
their effects. It might be specific facets of the procedures
(e.g., activities and exercises directed toward change) or
due to these common factors, or some combination.

Common factors may be critical to psychotherapy
because of the processes they mobilize within the individu-
als and the changes those processes produce. When clients
participate in treatment, they are likely to believe in the
procedures and have faith that some therapeutic change
will result (Lambert & Ogles, 2013). We have learned from
many years of medical research that the belief in treatment
is important. Placebos, inert substances (e.g., sugar tab-
lets), given under the guise of treatment can alter a variety
of disorders ranging in severity from the common cold to
cancer (e.g., Benedetti, 2009; Finniss, Kaptchuk, Miller, &
Benedetti, 2010). Even more than that we know that some
placebos (e.g., active placebos that have side effects similar
to medication) and some ways of administering placebos
(e.g., larger pills vs. smaller ones; injections rather than
pills) even increase or strengthen placebo effects.

Placebo effects, by definition, result from factors other
than active ingredients in the substance itself. Hence the
belief of the patient in treatment and perhaps the belief in
the physician who administers treatment and similar fac-
tors appear to be responsible for change.

Effects analogous to placebo reactions influence indi-
viduals who come to psychotherapy. Indeed, the history of
psychological treatments can be traced by drawing atten-
tion to procedures and therapists (e.g., Franz Anton
Mesmer [1734-1815] and Emile Coué [1857-1926]) whose
effects we recognize to have been largely due to sugges-
tion. With the perspective of time, these procedures and
their inventors have been dismissed, but the effectiveness
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of their procedures is not in question as much as the rea-
sons they used to explain the effects. What all this means
for the present discussion is that in an empirical investiga-
tion of psychotherapy, a simple comparison of treatment
and no-treatment control groups does not establish what
facet of “the intervention” led to change, i.e., construct
validity. To identify if the specific intervention or the
unique properties of a treatment are important in produc-
ing change in the clients, a nonspecific-treatment group
can be included in the design.

6.5.2: More Information on
Description and Rationale

As you may recall, earlier in the chapter I noted that the
comparison and control groups one selects is based on
what one would like to say at the end of the study. Here is
a good example. An investigator may want to show the
effects of mindfulness treatment for social anxiety and
includes a treatment and a no-treatment control group. So
far so good. At the end of the study (in the Discussion sec-
tion), the investigator can talk about treatment being more
effective than no treatment, on the assumption that is the
pattern of results. However, the investigator may slip into
something more comfortable such as talking about why
mindfulness as a technique worked or how mindfulness
overcomes core elements of the disorder. These latter
points are not what the design allows the investigator to
say. Construct validity and specifically the possibility of
common factors explaining everything were not addressed
in the design. Is the design flawed? Not at all. This is a fine
or poorly designed study based on what the investigator
wants to say.

To address a critical construct validity issue in treat-
ment studies, a nonspecific-treatment control is one option.
That group may include procedures in which clients meet
with a therapist, hear a rationale that explains how their
problem may have developed, and discuss something
about their lives in sessions that are similar in number and
duration to those in the treatment group. From the stand-
point of the investigation, these subjects are considered to
be receiving a psychological placebo, as it were. This is
some procedure that might be credible to the clients and
appears to be effective but is not based on theoretical or
empirical findings about therapeutic change.

In developing a nonspecific control condition, the goal
is to provide some form of pseudo intervention that
involves clients in an experience of some sort. The goal is
to control for factors common to coming to treatment but
without the putatively critical ingredient. Special care is
needed to decide in advance what the investigators wish
to control. For example, if one wants to say that the inter-
vention was responsible for change and not just the com-
mon factors, then the control group is the one we have

been discussing in which attending sessions, meeting with
a therapist, and the like are included. However, if one
wants to say more, such as the treatment led to change
because of how cognitions were addressed or whether
mindfulness makes a difference, this is not handled by a
nonspecific treatment control group. In this case, one
might use a nonspecific treatment control group but also
add a comparison group that provides the “real” treatment
minus some putatively procedures or ingredients (e.g.,
cognitive procedures or mindfulness).

A nonspecific-treatment control group is designed to
control for common factors that are associated with partici-
pation in treatment. If a treatment group is shown to be
more effective than a nonspecific-treatment control group,
this does not necessarily mean that the processes proposed
by the investigator to characterize the treatment group
(e.g., changes in cognitions, resolving conflict) are neces-
sarily supported. Nonspecific-treatment control groups
rule out or make implausible some common factors as an
explanation of the results, but they do not necessarily point
to the construct in the treatment group that is responsible
for change. If the investigator wishes to argue for the basis
for change in the treatment group, some evaluation of the
processes considered to be central to change (e.g., cogni-
tions, alliance) ought to be assessed directly and tested in
relation to the amount of therapeutic change.

6.5.3: Special Considerations

There are several issues that emerge in developing a non-
specific treatment control condition. To begin, the concep-
tual problems are not minor.

What is an inert intervention that could serve
as a control?

A placebo in medicine is known in advance, because of its
pharmacological properties (e.g., salt or sugar in a tablet), to
be inert (not to produce effects through its chemical properties
in relation to the clinical problem). In psychological treatment,
one usually does not know in advance that the properties of
the nonspecific-treatment group are inert. Merely chatting
with a therapist or engaging in some activities vaguely related
to one’s problem might be cast in theoretical language to
make them seem plausible as genuine treatments. This is why
in the therapy research business, one investigator’s treatment
group is another investigator’s control group. It is difficult to
devise an intervention that is at once credible to the clients
and yet one that could not also be construed by someone as
a theoretically plausible treatment as well.

Another issue that emerges pertains to the credibility of
the procedure. One ingredient in therapy is the client’s
beliefs or expectancies that treatment will work. Presumably
a plausible nonspecific-treatment control group would have



this ingredient as well so that client expectations for
improvement could not explain outcome differences
between treatment and control conditions. However, devis-
ing a credible control condition requires a rationale about
why this “treatment” is likely to be effective and why proce-
dures in or outside of the treatment sessions look like credi-
ble means toward therapeutic change. It may be the case
that the control condition is not as credible and does not
generate expectancies for change as well as the veridical
treatment group to which it is compared. Indeed, highly
credible control conditions are often just as effective (wWhen
compared to no treatment) as treatment conditions (see
Lambert & Ogles, 2013). In fact, the more the attention con-
trol condition generates expectancies for improvement that
approach or equal those of the intervention group, the less
likely there will be differences between the two conditions
(see Baskin, Tierney, Minami, & Wampold, 2003; Boot,
Simons, Stothart, & Stutts, 2013; Grissom, 1996).

From a methodological perspective, the similarity of
credible control conditions and treatments has implica-
tions for conducting experiments (larger sample sizes are
needed to detect small group differences) and for their
interpretation (isolating the construct that accounts for
change). Also, measures can be used at the beginning of
treatment to assess treatment credibility and client expec-
tancies for improvement. For example, clients can be asked
questions about how credible treatment is, how logical it
appears, and how likely treatment is to be successful.
Responses to such items can be evaluated in relation treat-
ment outcome (e.g., is therapeutic change a function of ini-
tial credibility of the treatment?). The data can be brought
to bear on the likelihood that expectancies or differential
expectancies play a role in treatment outcome.

6.5.4: Ethical Issues

Ethical issues also emerge in providing nonspecific-treatment
conditions, beginning with the problem of providing a treat-
ment that is not well based on theory or empirical findings.
In addition, if clients are in need of clinical care, this type of
group may not be defensible. The ethical issues have become
even more salient in light of current developments in the eth-
ics of medical research. Although we take up ethical issues in
greater depth later, a key point is pertinent now.

Research guidelines include many professional codes,
but one is worth mentioning in the context of the present
discussion. The Declaration of Helsinki is a major interna-
tional code of ethics for biomedical research involving
human subjects devised by the World Medical Association
(see Carpenter, Appelbaum, & Levine, 2003). The declara-
tion and its guidelines for research were prompted by
gruesome medical experiments of the Nazi era and
designed to protect subjects. The declaration began in 1964
and is periodically revised. In the guidelines, placebo
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control groups are to be used only under very special cir-
cumstances and these must be judged to be compelling.
The comparison intervention ought to be the best current
treatment available as the default control group condition.

We have been discussing psychotherapy, but much of
the controversy about the use of placebo control conditions
grew out of medical research on such serious conditions as
HIV in which efforts were made in Africa and Asia to eval-
uate new medications (e.g., to prevent pregnant HIV posi-
tive mothers from passing HIV to their newborns, or to
prevent sex workers from contracting HIV in the first
place). The use of placebos in such trials has been contro-
versial to say the least. Citizens have lobbied against use of
placebos when there is a reasonable basis for providing the
drug or another treatment.

Whether or not the research focus is life threatening,
patients ought not to be subjected to placebo control con-
ditions if any reasonable alternative conditions could be
provided. There is no justification for unnecessary suffer-
ing. Arguments on the other side have focused on the
need to establish the effects of treatment to ensure the
greatest benefit.

The issue may not be resolvable definitively because of
the different stages of treatment development for a variety
of disorders and whether placebo effect is important to
control in any given instance. Internationally, there is no
standard practice. The Helsinki guidelines are not binding
but voluntary, and some countries and agencies within a
country have their own standards.

For psychological research, it is reasonable to ask,
ought one to use a nonspecific-treatment control condition,
and if so under what circumstances?

From the standpoint of the scientific underpinnings of
therapy, the control for common factors is important.
Indeed, claims are made that the effectiveness of a specific
therapy (over and above client expectancies or common fac-
tors) can be argued. Some areas of treatment (e.g., cognitive
therapy for depression, dialectical behavior therapy for
bipolar disorder) have extensive literature on their effects,
and comparisons with other treatments or strong control
conditions suggest they have benefits well beyond expecta-
tions. Yet, the magnitude of those benefits is not so clear.

Use of a nonspecific-treatment control condition can
have deleterious effects on the clients, apart from the absence
of immediate benefit for the clinical problem leading them
to treatment. Assume for a moment that one is able to devise
a nonspecific-treatment control group and provide this to
clients. Perhaps the client is not likely to get better, although
the rate of improvement will vary as a function of client
problem and quality/credibility of the attention placebo
group. Participation in the nonspecific-treatment control
condition might influence beliefs about therapy in general
and have impact on client’s subsequent use of treatment.
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The client who receives a “fake treatment” might be turned
away from therapy in the future when a veridical treatment
might help with the stresses and strains of life. The
nonspecific-treatment group may not be very credible or
does not help the client, and hence leads the client away
from a potentially useful resource. Conceivably ordinary
therapy might teach a given client such lessons; using a con-
trol condition without a veridical treatment merely increases
the likelihood of such an effect.

Research to date tends to support the view that psy-
chotherapy is more effective than nonspecific-treatment
control conditions and that nonspecific-treatment control
conditions are more effective than no treatment (Lambert &
Ogles, 2013). At the same time, this has been a difficult area
of research because of the obstacles of designing and
implementing attention placebo conditions that generate
as much expectancies for change as the treatment condi-
tions to which they are compared.

In developing or evaluating a new treatment, it is critical
to show that treatment effects surpass those achieved
with the common factors that arise from merely partici-
pating in treatment. This can be accomplished by using a
nonspecific-treatment control group or another treatment
that has already been shown to be effective.

Treatment as usual is a viable comparison group too
and is discussed next.

6.6: Treatment as Usual

6.6 Evaluate the ethical considerations in
administering treatment as usual

In clinical research, assigning individuals to no-treatment,
wait-list, and nonspecific-treatment control conditions may
not be ethically defensible or feasible in light of presenting
problems of the clients and the context in which treatment
is provided. In such circumstances, the investigator may
still wish to test whether a new treatment is effective. An
alternative that has gained prominence in the past decade
is comparing the treatment of interest with the routine or
standard treatment that is usually provided at a clinic
(Freedland, Mohr, Davidson, & Schwartz, 2011).

That routine treatment is referred to as treatment as usual
or TAU. At first blush, the term is very clear—the control
or comparison will be giving people what they usually
would get. Yet, the term is deceptive and arguably just
plain odd.

6.6.1: Description and Rationale

Treatment as usual for a given problem (e.g., major depres-
sion, bulimia) at one clinic is not at all the same at another
clinic and indeed within a given clinic, there is no standard

or consistent use of TAU among different therapists. It gets
worse—many individuals in practice are wont to say no
two patients are alike and that their treatments are tailored
to each patient. That means that TAU as administered by a
given clinician at a given clinic for two patients with the
same or similar diagnoses might be different treatments.
TAU is like soup de jour in a restaurant—it may be great
but it keeps changing—in this case changing within a clini-
cian, across clinicians, and across clinical settings. In short,
we have no clear idea of what TAU actually is (see Kazdin,
2013b). Understandably, methodologists would prefer to
call this treatment as unusual but that has not gained popu-
larity beyond the dinner table at my family meals.

Yet, TAU is used often in current work and has benefits.
As an example, TAU was used as a control group for a study
of postnatal depression in women (Mulcahy, Reay, Wilkinson,
& Owen, 2010). Depression after giving birth affects approxi-
mately 13% of mothers and if not treated can progress to
chronic depression. Apart from the suffering of the mothers,
depression has deleterious effects on children and family
relations more generally. In this study, mothers with postna-
tal depression were assigned to receive group interpersonal
psychotherapy or TAU. Interpersonal psychotherapy focused
on dealing with social isolation and feelings of loneliness,
receiving sources of social support, and help directly in sup-
porting interpersonal relationships and experiment with new
behaviors directed toward these ends. TAU consisted of a
variety of community treatments that were routinely availa-
ble to women, including individual therapy, group therapy,
medication, natural remedies, and so on. Women assigned to
this condition were given written and verbal information
about the local services available. Assessment revealed that
TAU participants accessed a range of services.

The results: Both treatment and TAU groups led to sig-
nificant improvements in depression.

However, the magnitude of changes in the interper-
sonal psychotherapy treatment was significantly larger,
improvements continued after treatment, and greater
change was also evident on measures of marital function-
ing and mother perception of the mother—infant bond. Thus
with a strong control group, the benefits of the group treat-
ment were evident. The study is unusual in allowing
diverse treatments to be accessed as TAU. This gave par-
ticipants the benefit of choice in selecting their care.

At least four advantages accrue to the use of TAU as a
comparison condition:

1. Demands for service and ethical issues associated with
many other control conditions are met. All persons in
the study can receive an active treatment and what
they might normally receive anyway, i.e., treatment
as usual. No one receives a fake condition or proce-
dure that is intended not to work (e.g., a nonspecific-
treatment control condition).



2. Because everyone receives a veridical treatment, attrition
is likely to be less than if various control conditions were
used (e.g., no treatment, wait list). Attrition is implicated
in all types of validity (internal, external, construct, and
data evaluation) and hence that benefit is not minor.

3. As usual care provided at a facility is likely to con-
trol for many of the common or nonspecific factors of
therapy (e.g., contact with a therapist, participation in
sessions). Thus, receipt of an or any intervention is not
a viable rival interpretation of the results in most stud-
ies, although “new and improved” therapies when
compared to treatments as usual tend to have more
enthusiasm, investigator hype, therapist expectations,
and novelty effects than business (treatment) as usual.

4. Clinicians who might serve as therapists in the study
as well as clinicians who might be consumers of the
research results are likely to be much more satisfied
with the study that uses standard treatment as a com-
parison condition. The question is one that is clinically
relevant (is the new treatment really better?) and the
study more closely resembles clinical work by includ-
ing a treatment that is routinely used.

6.6.2: Special Considerations
TAUSs raise their own dilemmas:

¢ It is difficult to know what these treatments entail at a
clinic, hospital, or school, no matter what the descrip-
tions and brochures actually say.

¢ The investigator ought to monitor and assess carefully
what is done as part of routine treatment.

e It is better from the standpoint of the design for the
investigator to oversee, monitor, and evaluate even the
TAU so that one can report what was actually done.

¢ Stated less diplomatically, TAU at many clinics may be
administered sloppily, inconsistently, and with great
therapist flexibility, personal style, and taste.

(All of this is understandable due to the varied train-
ing experiences of the clinicians and their attempts to indi-
vidualize treatment to the clients, which we do not quite
know how to do at this point.) In addition, ethical dilem-
mas often arise after a study is completed and treatment is
shown to be better than as usual care. In such studies (e.g.,
as cited above with group interpersonal therapy for post-
natal depression), routine care may quickly become ethi-
cally less defensible because it is shown to be inferior to a
new treatment. Usually after such a study, TAU still contin-
ues as if the study were not done. This is no fault of the
investigator but due to the huge challenges and costs of
disseminating findings to change routine care.

There are some scientific dilemmas about TAU. Treat-
ments as usual sometimes work and sometimes are less
effective but not by much when compared to evidence-based
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treatments (Cahill, Barkham, & Stiles, 2010; Freedland et al.,
2011; Weisz et al., 2013). And we do not always know that the
superiority of evidence-based treatment for a particular
problem makes a difference in the lives of the clients when
compared to a treatment as usual that has been shown to
work. Clearly, there are some scientific issues to work out
here to establish where and when evidence-based treatments
make a major difference.

Another issue is that by and large treatments as usual
are not replicable. That is, they are not documented proce-
durally (e.g., manuals, guidelines) and they vary in many
ways as I have noted. No real conclusions can be reached
about them with any generality because the procedure
from one clinic to the next may differ greatly. So while TAU
solves some control group dilemmas and the ethical issues
those control groups raise, we are pretty much at a loss in
identifying what TAU is beyond the confines of a particu-
lar setting (Kazdin, 2013). That means that the effects of
some intervention against a TAU in one setting have no
necessary bearing on the effects of that same treatment in
comparison to a TAU in another setting down the street.

The ambiguities of a TAU condition can be rectified by
documenting what in fact was done or observing treat-
ment as usual and developing guidelines and procedures
from that and making sure that they are followed during
a study.

Ironically, carefully structuring, monitoring, and
overseeing treatment as usual remove it from the realm of
“as usual” where very little of that is going on. With all
that said, TAU is a preferred control condition in many
ways. The group is likely to circumvent many of the ethi-
cal and practical issues of nonspecific-treatment control
conditions and to enhance the conclusions that can be
drawn about treatment.

6.7: Yoked Control Group

6.7 Report the utility of a yoked control group

Differences in procedures or events to which the subjects
are exposed may arise during the investigation as a func-
tion of executing the study or implementing a particular
intervention. The problem with differences that can emerge
is that they are not random but may vary systematically
between groups. Essentially, a confound—some variable
associated with the intervention—could emerge that might
explain the differences between groups. That is, it was not
the intervention but this emergent difference between
groups that could explain the results. Such differences
would need to be anticipated and controlled.

One procedure to rule out or assess factors that may arise
as a function of implementing a particular intervention is
called the yoked control group.
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6.7.1: Description and Rationale

The purpose of the yoked control group is to ensure that groups
are equal with respect to potentially important but conceptually
and procedurally irrelevant factors that might account for
group differences (Church, 1964).

Yoking may require a special control group of its own.
More likely in clinical research, yoking can be incorporated
into another control group. In this case, yoking refers to
equalizing the groups on a particular variable that might
systematically vary across conditions. In this sense, yoking
is more of a procedure to match intervention and noninter-
vention subjects and often that can be done with the groups
in the design (e.g., intervention vs. nonspecific treatment
control group).

Consider a hypothetical study designed to evaluate a
specific therapy technique for the treatment of acrophobia
(fear of heights). Two groups are used including:

1. The “new and improved” treatment

2. A nonspecific-treatment control group that meets with
a therapist but engages in a task not likely to be thera-
peutic (e.g., discussing the development of fears
among people they know)

Suppose that clients in the treatment group are allowed
to attend as many sessions as needed to master a set of
tasks designated as therapeutic. For example, clients might
have to complete a standard set of anxiety-provoking tasks
in therapy to help them overcome anxiety. The number of
sessions that clients attend treatment could vary markedly
given individual differences in the rate of completing
the tasks. A nonspecific-treatment control group might
receive a bogus treatment in which group members merely
come in and discuss fears of their friends and relatives.
One might raise the following question.

How many sessions should the control group
subjects receive?

It would be important to design the study so that any differ-
ences between treatment and control groups at the end of
the study cannot be due to the different number of sessions
that the groups received or the different elapsed time
between first (pre) and second (post) assessments for the
groups. The control subjects should not simply be given a
fixed number of sessions since that would not guarantee
equality of sessions across groups.

A solution is to yoke (match) subjects across groups by
pairing subjects. The pairs might be formed arbitrarily
unless matching was used to assign subjects to groups.
A subject in the experimental group would receive a cer-
tain number of therapy sessions on the basis of his or her
progress. Whatever that number is would be the number of
sessions given (assigned) to the control subject to whom

the subject was yoked. That is, the number of sessions for
each control subject would be determined by the subject to
whom he or she was paired or matched in the experimen-
tal group. Obviously, the yoking procedure requires run-
ning the experimental subject first so that the number of
sessions or other variable on which yoking was done is
known in advance and can be administered to the control
subject with which the treatment subject is paired. The
behavior of the experimental subject determines what hap-
pens to the control subject. At the end of treatment, the
number of treatment sessions will be identical across
groups. Hence any group differences could not be attribut-
able to the number of sessions to which clients were
exposed. Yoking would have ensured that the number of
sessions did not vary. The yoking would hold constant the
number of sessions between the treatment and nonspecific
control groups. The yoking might be extended to address
the other group in the design, namely, the no-treatment
control group.

6.7.2: More Information on
Description and Rationale

If a third, no-treatment group were in the design, yoking
might be used with that group as well. If pre- and post-
treatment assessments are provided, how long should the
interval between these assessments be for the group that
does not receive any treatment?

What do you think should be the duration between
assessments?

Subjects in the no-treatment group could also be yoked to
persons in the treatment group in terms of the number of
weeks between pre- and post-treatment assessment. Thus,
at the end of the study, yoking would yield the following
result. Both treatment and nonspecific control groups would
have received the same number of sessions and the time
elapsed in weeks or days between pre- and post-treatment
assessment would be the same for the all treatment and
control conditions. The means and standard deviations
would not differ for the number of sessions (for the two treat-
ment groups) or the number of days or weeks between pre-
and post-treatment among groups. As evident from this
example, the yoked control procedure may not necessarily
constitute a “new” control group. Yoking often can be added
to such a group as a nonspecific-treatment control group.

The importance of yoking can be illustrated in a study
designed to improve balance in people with Parkinson’s
disease (PD; Chiviacowsky, Wulf, Lewthwaite, & Campos,
2012). Individuals with PD are at high risk for falling; many
of the falls lead to injury requiring health care services and
many of the injuries are fractures requiring surgery.
Increasing balance was the goal of the study but with the



primary focus on evaluating a self-control procedure to
develop balance. Individuals with PD were assigned to
one of two groups:

* The first group required individuals to stand on a plat-
form (stabilometer) while trying to keep their balance
(keeping the platform as horizontal as possible during
trials). In this self-control group, participants could
use a balance pole if they wished to help themselves.
They had a choice to use or not use the pole, and that
choice was the self-control part of the manipulation.

¢ The second group also stood on the platform for the
same trials. The investigators wanted to test for self-
control—selecting the pole for assistance as needed in
the first group. Yet, it may not be self-control at all that
separated groups, but how many times individuals in
each group used the pole as an aid. Perhaps using the
pole more as an aid would help with training, leaving
aside any choice or self-control in using that pole.

Consequently, participants were yoked in pairs. The
number of times a pole was used by a participant in
the self-control group was yoked to the partner. That is, the
partner in the second group was handed the pole (no self-
control, no choice) the same number of times as used by
the self-control group partner to whom he was yoked. The
results: both groups had an equal number of time and
training trials on the platform, and groups were no differ-
ent in the number of times they used the pole. Yet, the self-
control group performed better on the test of balance a day
later, after the training had ended. In this study, yoking on
use of the pole removed that from explaining why subjects
in one group performed better than subjects in another
group. Variation in use of the pole would have been a
threat to construct validity (i.e., what about the interven-
tion made a difference?). Yoking equalized the opportuni-
ties to use the pole.

Yoking is a way of matching during an experiment if any
facet of the intervention or experimental manipulation
can vary between groups.

For example, if feedback or reinforcement is provided
to participants in one group based on how they perform,
this can be controlled by yoking subjects to another group
that receives the controlled (same) amount (feedback,
reinforcing consequences) of the yoked partner (e.g., Ali
et al., 2012; Bickel, Yi, Landes, Hill, & Baxter, 2011). By
yoking, the investigator controls those variables that poten-
tially can confound the results.

6.7.3: Special Considerations

Conceivably, an experimental and a control group can be
yoked on all sorts of variables that may differ between
groups. Whether yoking is used as a control technique needs
to be determined by considering whether the variables that
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may differ across these groups might plausibly account for
the results. For example, in a given therapy study it might
make sense to yoke on the number of treatment sessions
because the amount of contact with a therapist and treat-
ment may contribute to the differences between a treatment
and a nonspecific-treatment control group, particularly if
therapy subjects receive many more sessions. Stated differ-
ently, it may be plausible that the number of sessions, rather
than the content of the sessions, is viewed as a threat to con-
struct validity.

“The intervention” confounds content and amount of
treatment and hence raises ambiguities about why the
intervention was more effective.

On the other hand, it may be unimportant to yoke sub-
jects in such a way that the time of the day when therapy
sessions are held or the attire of the therapists is perfectly
matched across groups. The variables that serve as the
basis of yoking often are based on considerations of con-
struct validity.

The usual question for selecting control groups applies,
namely, what would the investigator want to say about
the treatment effects at the end of the study? It is likely
that she would not want the interpretation to be clouded
by an emergent variable that systematically differentiated
treatment and control groups but was ancillary to the
hypothesis. Interpretation of the effects is of course an
issue of construct validity. Construct validity is impor-
tant, and hence control of possible confounds is nothing
to yoke (joke) about.

6.8: Nonrandomly
Assigned or Nonequivalent
Control Group

6.8 Explain how nonrandom assigned or nonequivalent
control group help rule out specific rival
hypotheses

Many groups might be added to an experiment that utilizes
subjects who were not part of the original subject pool and
not randomly assigned to treatment. These groups, referred
to as nonequivalent control groups or patched-up control groups,
help rule out specific rival hypotheses and decrease the
plausibility of specific threats to internal validity.

6.8.1: Description and Rationale

One use of nonrandomly assigned subjects is to help rule
out specific threats to validity, such as history, maturation,
testing, and instrumentation. Such a group may be used
when a no-treatment control group cannot be formed
through random assignment. Although the purpose of this
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group is exactly that of the randomly assigned no-treatment
group mentioned earlier, there may be special interpretive
problems that arise because of the way in which the group
is formed. These groups are useful in helping to rule out
threats to internal validity, but they may be weak for com-
parative purposes depending upon how they were formed.
Recall the quasi-experiment (The Pueblo Heart Study)
designed to evaluate the impact of legislating in a city to
have a smoke-free environment (Centers for Disease Con-
trol and Prevention, 2009). Pueblo, Colorado, had a smoke-
free ordinance but evaluating its impact required groups to
control for many potential threats to internal and construct
validity (e.g., history, maturation; some other change that
might have taken place such as rates of exercise, changes in
health insurance). Two nearby cities did not have smoke-
free ordinances and served as comparison cities. In relation
to the present chapter, not quite equivalent control groups
that could not be perfectly matched were used and in the
case of this study made potential threats pretty implausible.
Hospital rates for heart attacks changed from pre to post in
Pueblo, but in the other two studies where the ordinance
had not been implemented, the rates remained the same.

In situations where random assignment is not possible
(most situations in schools, cities, states, and federal),
knowledge of methodology becomes especially important.

It is in such situations that one must begin with the
concepts such as threats and what might interfere with
drawing inferences. Control groups, conditions, or meas-
ures can be adopted to make threats just a little less plau-
sible than the experimental manipulation one would like
to evaluate.

6.8.2: Special Considerations

Nonequivalent control groups can vary widely and have
to be evaluated on their individual merit. Their purpose is
to reduce the plausibility that other influences (internal
validity or construct validity) could explain the results.
Because the group is not comprised randomly, the data
may not be as persuasive as parallel data resulting from a
randomly comprised control or comparison group. Yet, in
any given case the absence of randomness may not be a
fatal limitation. The question is whether some specific
threat (e.g., selection x history or maturation) is as plausi-
ble as the interpretation the investigator wishes to place on
the data. Although nonequivalent controls are less-than-
perfect control groups, they can serve to tip the balance of
plausibility among alternative interpretations of the data.
Another point to emphasize is about nonequivalent
control groups. Individuals new to methodology or early
in their careers may simply reject a study outright because
randomness was not followed in devising a group. This
view is arguable for the following reason. We do not wor-
ship practices (e.g., random assignment, between-group

designs) in methodology; they are means to various ends,
and one should invariably focus on the end.

The “end” in this case is how plausible are threats to valid-
ity (all types) and whether anything in the study helps in
making a potentially critical threat implausible. Random
assignment can really help but is not perfect; nonequiva-
lent control groups can help and are not perfect.

There is the added option in nonequivalent control
groups of using matching techniques I have mentioned
(e.g., propensity scores), and they too are not perfect. How-
ever, with matching a nonequivalent control group can
actually be made increasingly equivalent to the other
groups in the design. Such matching further reduces the
plausibility that selection biases or special experiences or
maturation of the nonequivalent or other groups are likely
explanations of the findings.

Nonequivalent control or nonrandomly assigned groups
in clinical research usually address threats to internal
validity. Groups might be added to provide useful infor-
mation and to expand the conclusions that can be reached
about the outcome and address construct validity too.

In treatment research, a valuable use of nonrandomly
selected subjects is to compare the extent to which clients
in the study are distinguished from their peers who have
not been referred for treatment. By comparing individuals
who have been identified as a treatment population with
their peers who apparently are functioning with little or no
problem, one can assess whether treatment has brought the
clients within a “normal” range of behavior. The use of
normative data to evaluate treatment is part of a larger area
of evaluating the clinical importance of changes made in
treatment.

6.9: Key Considerations in
Group Selection

6.9 Identify some of the main deliberations while
selecting a group

The previous discussion describes control and comparison
groups that are likely to be of use in experimental research,
in both true experiments and quasi-experiments in which
the investigator is manipulating some experimental condi-
tion. There are no rules for deciding specifically what
groups to include but there are guidelines that can help:

1. When developing a study, it is very helpful to ask one-
self, “What do I need to control in this study?” This is
not an open question without its own guidelines. Pull
out the laminated wallet-sized copy of threats to valid-
ity (for the few readers who have not memorized them)
and run down internal and construct validity threats in
particular. Consider all of the threats, although many



may be able to be dismissed quickly. At the end of the
study, one would usually want the threats to validity
well controlled. So as you ask this question, you select
a group and then re-ask, “Ok, if I included a control
group like this (to be specified), would I cover (make
less implausible) the scary threats to validity?” This
first guide is simplified by noting, always be able to say
precisely what your control group is designed to con-
trol for, i.e., do not merely say, “I used a control group.”

As you design the study, ponder quite specifically
what the results might look like. This can help decide
what groups might be included before you actually
begin the study. Initially, the “ideal” or expected results
with respect to a particular hypothesis and prediction,
if they can be specified, might be diagrammed; then
more likely data patterns are considered.

As variations of possible results are considered, the
following question can be asked: “What other inter-
pretations can account for this pattern of results?”
The answer to that question is likely to lead to
changes in the experimental groups or addition of
control groups to narrow the alternative interpreta-
tions that can be provided.

For example, you might include a special interven-
tion group and a no-specific treatment control group.
Sounds good, but ponder possible results. If both
groups show improvement and equal improvement
(no statistical difference), most of the threats to inter-
nal validity (e.g., history, maturation, testing, statistical
regression) could explain this finding! Be careful. The
last thing one wants to go to the trouble of conducting
a study and only to have all of the threats to internal
validity on the other side. More generally, pondering
permutations of likely patterns or results and critical
evaluation of rival interpretations of the findings are
useful in generating additional comparison groups
that are needed in a given study or bolstering the
design by increasing the sample, to ensure a strong test
of the major comparisons of interest.

Previous research also may dictate the essential control
groups for a given investigation. For example, in the
study of a particular treatment, it is not always neces-
sary to use a no-treatment or wait-list control group. If
there are consistent data that the absence of treatment
has no effect, at least on the dependent measures of
interest, these groups might be omitted. Of course, to
justify exclusion of a no-treatment group, one would
want convincing data about the likely changes over
time without treatment. Relying on data from studies
completed by other investigators at different research
facilities might not provide an adequate basis to exclude
a no-treatment group unless there is consensus that the
problem is immutable without treatment. For example,
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“depressed clients” in one investigator’s research may
vary markedly from the “same” sample at another facil-
ity because of the different measures used in screening
and the different locales. This is true even if depressed
clients all meet criteria for major depression. They
could still differ on the severity and duration of their
depression and the presence of other disorders. On
the other hand, within a research program, continued
studies may reveal that no treatment or nonspecific-
treatment groups lead to no change in the clients. In
such a case, omitting these groups after several stud-
ies have been completed is somewhat more justifiable
and also permits the investigator to move on to more
sophisticated questions about the effects of treatment.

As investigations build upon one another in a given
areas of work, the research questions become increas-
ingly refined, and there may be no need for some of
the control groups used early in the research.

4. The selection of control and comparison groups may
be dictated and also limited greatly by practical and
ethical constraints. Practical issues such as procuring
enough subjects with similar treatment problems, los-
ing subjects assigned to control conditions for a pro-
tracted period, and related obstacles mentioned earlier
may dictate the types of groups that can be used. Ethi-
cal constraints such as withholding treatment, deliver-
ing treatments that might not help or might even
exacerbate the client’s problem, deception about inef-
fective treatments, and similar issues also limit what
can be done clinically. In the context of clinical samples,
both practical and ethical issues may make it impossi-
ble to perform the comparisons that might be of great-
est interest on theoretical grounds. There are other
design options (single-case experimental designs) that
are true experiments and that do not require control
groups in the traditional way.

6.10: Evaluating
Psychosocial Interventions

6.10 Assess how intervention research addresses the
various research concerns

The use of various control and comparison groups isolated
from an area of research is somewhat abstract. Also, the
discussion does not convey the progression of research,
which can be measured in the level of sophistication of the
questions that are asked and the complexity of the condi-
tions to which an experimental group is compared. Inter-
vention research (e.g., psychosocial treatments, educational
programs, medical procedures) nicely illustrates diverse
control and comparison groups and the various research
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Table 6.2: Intervention Evaluation Strategies to Develop and Identify Effective Interventions

Intervention Package Strategy

Dismantling Intervention Strategy

Constructive Intervention Strategy

Parametric Intervention Strategy

Comparative Intervention Strategy

Intervention Moderator Strategy

Intervention Mediator Strategy

Does the intervention lead to change (e.g.,
improvements after treatment)?

What components are necessary, sufficient, or facilitative
of change?

What components or other interventions can be added
to enhance change?

What changes can be made in the specific treatment
and its delivery that will enhance change?

How effective is this intervention relative to other
interventions for this clinical problem or intervention focus?

What patient, family, contextual, or other characteristics
influence the direction or magnitude of change with this
intervention?

What processes or constructs mediate the relation
between the intervention and change?

Intervention vs. no-intervention or waiting-list control
group
Two or more intervention groups. One receives the full

intervention package; other groups receive that package
minus one or more components.

Two or more intervention groups. One receives the full
intervention package; other groups receive that package
plus other components or the intervention.

Two or more intervention groups that differ in one or
more facets (e.g., duration, intensity).

Two or more groups that receive different interventions.

One or more interventions but divided by levels of a
predicted moderator (e.g., severity symptoms).

One or more interventions with assessment on presumed
processes that may be responsible, lead to, statistically

account for change.

concerns the groups are designed to address. I will empha-
size psychosocial interventions in the context of therapy to
illustrate the control groups but also will draw from other
areas to convey that the issues are not restricted to treat-
ment of psychological problems.

The goals of psychotherapy research are to identify effec-
tive treatments, to understand the underlying bases of
therapeutic change, and to elaborate the client, therapist,
and other factors on which treatment effects depend. The
goals can be broken down into specific questions to build
the knowledge base.

Major questions and the research strategies they reflect
are noted in Table 6.2. A critical feature of the table is the
control or comparison groups that are likely to be required
to address the question of interest.

6.10.1: Intervention Package
Strategy

The most basic question is to ask whether a particular
treatment or treatment package is effective for a particular
clinical problem. This question is asked by the treatment
package strategy that evaluates the effects of a particular
treatment as that treatment is ordinarily used.

The notion of a “package” emphasizes that treatment
may be multifaceted and includes many different compo-
nents that could be delineated conceptually and opera-
tionally. The question addressed by this strategy is
whether treatment produces therapeutic change.

To rule out threats to internal validity, a no-treatment or
wait-list control condition is usually included in the design.
The package strategy with its no-treatment group
remains common. As a brief example, a study was conducted

to use music therapy for children (ages 10-12) with high
aggressive behavior as reflected in scores on a parent-
completed checklist (Choi, Lee, & Lim, 2008). Music therapy
consisted of a therapist conducting two sessions a week for
15 weeks. The intervention included singing songs, making
musical instruments, playing instruments such as the piano
and hand bells, and more. Children assigned to the no-
treatment control group received no intervention and were
called regularly to be sure that they had not received some
other form of treatment. The results indicated that those in
the music therapy group were significantly more improved
and different from nontreated children as reflected in
reduced aggression and improved self-esteem. To the
authors’ credit, they noted that the results convey that the
intervention led to change but one could not draw any con-
clusions about music therapy per se. The increased attention
and contact of children in the program could readily account
for the findings. Here is a good example where threats to
internal validity were handled but we are left with a large
construct validity problem. Was any music needed at all to
achieve these effects?

Intervention package research can be a useful first
step. If the package does not surpass a no-treatment group,
one can go back to the drawing board (e.g., augment the
package, change the intervention, change careers). If the
package is different from no-treatment or a wait-list group,
the next questions are about what of the treatment or why
and how it worked.

Strictly speaking, evaluation of a treatment package
only requires two groups, as in the example noted above.
Random assignment of cases to groups and testing each
group before and after treatment control the usual threats
to internal validity. However, there has been considerable
debate about the impact of nonspecific-treatment factors



and the effects they can exert on clinical dysfunction (e.g.,
Lambert & Ogles, 2013). Consequently, treatment package
research is likely to include a group that serves as a non-
specific-treatment control condition or treatment as usual.
Both of these latter groups of course require clients to come
to the treatment and receive some active experience.

6.10.2: Dismantling Intervention
Strategy

The dismantling intervention strategy consists of analyz-
ing the components of a given treatment package.

After a particular package has been shown to produce
therapeutic change, research can begin to analyze the basis
for change.

To dismantle a treatment, individual components are
eliminated or isolated from the treatment. Some clients
may receive the entire treatment package, while other cli-
ents receive the package minus one or more components.
Dismantling research can help identify the necessary and
sufficient components of treatment.

An illustration of a dismantling focused on cognitive
processing therapy for the treatment of posttraumatic
stress disorder in female victims of interpersonal violence
(past or present abuse or sexual assault) and who met crite-
ria for posttraumatic stress disorder (Resnick et al., 2008).
The therapy includes two main components:

¢ Cognitive processing
e Writing about the trauma (that is used as a basis for
that processing)

In this study, the overall package with both of these
components was provided to one group. The cognitive por-
tion was provided to a second group (without the writing
assignments); the writing portion was provided to a third
group (without the cognitive processing). That is, the treat-
ment was “dismantled” by seeing if the full package was
needed. There were multiple measures (e.g., anxiety, depres-
sion, trauma) assessed before, during, and after the treat-
ment. The major results: the treatment package, cognitive
component only, and writing component only led to signifi-
cant improvements and generally were no different in over-
all effectiveness. A study like this with similar results across
the groups can raise many interesting substantive and con-
ceptual questions (what are the mechanisms of action, do
treatment components operate similarly, and do some indi-
viduals respond to one component better than others?). The
results can also raise methodological questions (e.g., all three
groups improving could be history, maturation, and
repeated testing; also low power might preclude detecting
what might be small differences). In any case, this is a good
example of dismantling: compare a treatment package to
other conditions in which components are separated. If there
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are three or more components, how and what to remove
from the package and the number of comparison groups can
become more complex.

6.10.3: Constructive Intervention
Strategy

The constructive intervention strategy refers to develop-
ing a treatment package by adding components to enhance
outcome.

In this sense, the constructive treatment approach is the
opposite of the dismantling strategy. A constructive treat-
ment study begins with a treatment, which may consist of
one or a few ingredients or a larger package. To that are
added various ingredients to determine whether the effects
can be enhanced. The strategy asks the question:

“What can be added to treatment to make it more
effective?”

A special feature of this strategy is the combination of
individual treatments. Thus, studies may combine concep-
tually quite different treatments, such as verbal psycho-
therapy and pharmacotherapy.

There is a keen interest in testing treatment combina-
tions because the scope of impairment of many clinical prob-
lems (e.g., depression, antisocial personality) affects many
different domains of functioning (e.g., symptoms, social and
work relations). Also, many contextual influences on the
individual (e.g., parents, spouses) may need to be integrated
into treatment to help promote change or to reduce influ-
ences that may contribute to or sustain dysfunction in the
client. For example, some families of patients diagnosed
with schizophrenia are highly critical, hostile, and overin-
volved, a set of characteristics that is referred to as expressed
emotion and possibly mediated by heightened reactivity of
patient in brain networks that process aversive social inter-
actions (e.g., Rylands, McKie, Elliott, Deakin, & Tarrier,
2011). A single treatment (such as medication) that focuses
on symptoms of schizophrenia (e.g., hallucinations, delu-
sions) without attention to family interaction is limited. Sev-
eral studies have shown that medication combined with a
family-based component designed to address interpersonal
communication significantly reduces relapse rates, com-
pared to treatment without the family communication com-
ponent (Pharoah, Mari, Rathbone, & Wong, 2010). The
process through which these improvements may occur are
not established, but one possibility is that family communi-
cation increases adherence to the medication and allows that
intervention to work better.

Treatment combinations are often used in both clinical
practice and research.

The obvious view is that combining treatments may over-
come the limits of any individual treatment and at the
very worst would not hurt. There is an obvious way in
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which combined treatments may be better. If the combined
treatment addresses more facets of a problem (e.g., a
broader range of symptoms or range of factors that main-
tain the problem), or if the treatments act in concert (e.g.,
produce some interactive effect), then they are likely to be
more effective than the individual components.

Combinations of some medications (e.g., HIV) operate
in this way and can be shown to be more effective than the
constituent medications given by themselves. It is not
always better or even likely to be better to provide com-
bined treatments, counter to common assumptions.

Combined treatments come at a price. If treatment is med-
ication, then the number of side effects or problems of
adherence (take two or more medications) raise obstacles.

If treatment is psychotherapy and the duration of
treatment is fixed (e.g., only a certain number of therapy
sessions), then squeezing in two (or more) treatments into
this period may dilute the individual components and
their effects. Clients will not remain in therapy forever, of
course, while the therapist provides her or his special
brand of combined treatments. In studies that combine
treatments, it is obviously important to include as a com-
parison condition a group in which the most powerful con-
stituent treatment or each of the treatments that comprise
the package is evaluated alone.

6.10.4: Parametric Intervention
Strategy
The parametric intervention strategy refers to altering

specific aspects of treatment to determine how to maxi-
mize therapeutic change.

Dimensions or parameters are altered to find the optimal
manner of administering the treatment. These dimensions
are not new ingredients added to the treatment (e.g., as in
the constructive strategy) but variations within the tech-
nique to maximize change.

Increases in duration of treatment or variations in how
material is presented are samples of the parametric strategy.

A basic parameter of treatment is duration (number of
sessions or amount of time for a given session) or a range
of tasks, stimulus materials, opportunities for practice,
feedback, and reinforcement, depending on variables
within a given intervention that might be manipulated. As
an illustration, a recent study compared two groups that
allowed variation of a parameter, in this case dose, of treat-
ment (Molenaar et al., 2011). Adults with depression were
randomly assigned to one of two groups: 16 sessions of
psychotherapy combined with pharmacotherapy or 8 ses-
sions of the same treatment. The outcome was alleviation
of depression and improving social functioning. The
findings—both groups were equally effective and hence in
this study the amount of therapy made no difference.

Parametric studies can study all sorts of other varia-
bles than just dose. Varying combinations of components
of treatment and the ordering of different components are
two examples. The key that defines parametric is variation
of some facet of a given treatment that is not dismantling
components of the intervention.

6.11: Evaluating
Additional Psychosocial
Interventions

6.11 Evaluate three additional psychosocial strategies
that can be used to develop effective interventions

The additional psychosocial interventions that we will
evaluate in the context of therapy to illustrate the control
groups are comparative intervention strategy, intervention
moderator strategy, and intervention mediator strategy.

6.11.1: Comparative Intervention
Strategy

The comparative intervention strategy contrasts two or
more treatments and addresses the question of which
treatment is better (best) for a particular clinical problem.

Comparative studies attract wide attention not only
because they address an important clinical issue but also
because they often contrast conceptually competing inter-
ventions. Historically, the comparative studies have been
more than scientific scrutiny of interventions; they have
been battlegrounds for treatments that were quite different
in their foci and conceptual views.

In keeping with this battleground view, comparative out-
come studies included psychoanalysis versus behavior
therapy, cognitive therapy versus medication, family
therapy versus individual therapy, and many others.

Multiple factors have kept comparative studies as a
central focus but the tenor has changed from pitting one
treatment against another to make a broad conceptual
point. Among the reasons, more efforts have been made to
integrate diverse conceptual views. Also, treatments that
were once argued as “pure versions of something” often
have components (e.g., therapeutic alliance, homework
assignments) of other treatments to which they might be
contrasted. Even some conceptual views once considered
diametrically opposed include elements (e.g., acceptance,
mindfulness) that are common to many diverse techniques.
For example, some behavioral techniques (e.g., dialectical
behavior therapy, parent—child interaction therapy) give
considerable attention to relationship issues and that atten-
tion overlaps greatly with traditional talk therapies. In years



long gone, this overlap would have been nonexistent, mini-
mized, or denied. The net has made sharp contrasts of very
different treatments less salient. There remains interest in
discovering what treatments work the best but relatively
few direct head-to-head comparisons are made.

The resurgence of interest in comparative research
comes from the U.S. Government and the call for
comparative effectiveness research (CER) in health care
more generally (United States Department of Health and
Human Services, 2009b; National Institutes of Health, 2010,
2013b). Impetus derives in part from the fact that patient
care includes many health-related areas. Often the most
effective or evidence-based interventions are not used and
when they are used, we may not know which among
alternatives are most effective. The U.S. government has
set as a national priority evaluation of the relative effective
of available procedures, and this includes biological and
psychological interventions. Also part of this is a huge area
referred to as complementary and alternative interventions,
and these include interventions outside of conventional
care (e.g., herbs, spas, acupuncture, meditation, spiritual
practices). Complementary and alternative interventions
are widely used through the United States and the world
(e.g., Frass et al., 2012; Su & Li, 2011). In the United States,
for example, approximately 40% of adults use some
complementary and alternative intervention for their
personal care (Kaptchuk & Phillips, 2011). One can see
more broadly from a social and policy perspective, it would
be important to identify what the treatments are for various
physical and psychological sources of impairment and
which among these are the most effective. This latter focus
is of course the comparative intervention strategy.

A recent comparative study is of interest because it
raises old and new battleground issues but also is quite
contemporary. This study compared cognitive therapy
with psychodynamic supportive psychotherapy to treat-
ment major depression in adults (Driessen et al., 2013). The
study was a randomized controlled trial (RCT) conducted
with a large sample (N = 341) and carried out at three dif-
ferent sites. Adults who met psychiatric diagnostic criteria
for major depression were assigned randomly to receive
cognitive therapy, arguably the standard and most well-
studied psychosocial intervention for depression, and psycho-
dynamic supportive therapy. Individuals with especially
elevated scores on one of the measures received medication as
well as the treatment to which they were assigned. Treatments
were administered for 22 weeks (16 sessions), and there was a
1-year follow-up.

The results indicated that the treatments were equally
effective with 24% and 21% of the patients showing recov-
ery (defined by stringently low scores on one of the measures
of depression) for cognitive therapy and psychodynamic
therapy, respectively. The study was well done in many
ways (final sample > 230 subjects with data for the primary
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data analysis, a much larger sample that most therapy stud-
ies, therapist training and supervision). Invariably there are
some methodological points with impact difficult to evalu-
ate (no control group precludes evaluation of changes due
to the usual threats to internal validity and the common fac-
tors threats to construct validity, also assessors were not
completely blinded in relation to the outcome assessment).
Support for the null hypothesis (no difference) in the model
of quantitative research invariably raises questions (because
no difference can be due to so many things). All that said,
the fact is the study showed both groups improved and did
so equally. In the process, this nicely illustrates a compara-
tive outcome study.

The study is important for other reasons; psychody-
namic therapy has not enjoyed the same degree of atten-
tion in rigorous studies, and so inclusion in a major
multisite study and showing effects equal to cognitive
therapy are notable. Also the results convey another criti-
cal point. Although the treatments were equally effective,
arguably they were not very effective. Only 21-24% of the
patients met criteria for recovery indicating that more, dif-
ferent, or better treatments for depression are still needed.

6.11.2: Intervention Moderator
Strategy

The previous strategies emphasize the technique as a major
source of influence in treatment outcome and search for
main effects of treatment, i.e., that treatment is better or
worse for all of the individuals as a group. Yet it is much
more likely that the effectiveness of treatments varies as a
function of multiple other variables related to individuals,
contexts in which they live, and so many other factors.
Those other variables or factors are called moderators. We
have discussed and illustrated moderators previously. As
noted then, moderators are variables that influence the
magnitude of effect or the direction of effects of some other
condition or variable (e.g., in this case treatment).

In the usual conceptualization of this strategy in rela-
tion to treatment, characteristics of the clients or therapists
or the treatment process (therapeutic alliance) are the usual
focus. The strategy would be implemented by selecting cli-
ents and/or therapists on the basis of specific characteris-
tics. When clients or therapists are classified according to a
particular selection variable, the question is whether treat-
ment is more or less effective with certain kinds of partici-
pants. For example, questions of this strategy might ask if
treatment is more effective with younger versus older cli-
ents, or with certain subtypes of problems (e.g., of depres-
sion) rather than with other subtypes.

As discussed previously, one is guided by theory or
informed hypotheses to select moderators for investigation.
Clinical common sense might be a guide as well. For we
know that children, adolescents, and adults who meet
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criteria for one psychiatric disorder are likely to meet criteria
for one or more other disorders, a phenomenon referred to
as comorbidity (e.g., Byers, Yaffe, Covinsky, Friedman, &
Bruce 2010; Wichstrem et al., 2012). When one is evaluating
treatment, perhaps the effectiveness will depend on (be
moderated by) whether participants meet criteria for another
disorder, what those other disorders are, and their severity.
That is, comorbidity (meeting diagnostic for more than one
disorder) may moderate treatment outcome. Comorbidity is
one client characteristic that would be a reasonable focus for
the client and therapist variation treatment evaluation strat-
egy. This of course is one possible moderator.

The overall goal of this evaluation strategy is to examine
factors that may moderate treatment effects, i.e., whether
attributes of the client, therapist, or context contribute to
outcome. One goal of studying moderators is to do better
triage, i.e., directing people to treatments from which
they are likely to profit and away from treatments that are
likely to fail.

This is part of the rationale for “personalized medi-

7

cine,” namely, identifying moderators that direct what
treatments are provided.! Moderator research in clinical
psychology has not helped at this point in directing
patients to treatments by showing because the work rarely
shows that a particular treatment will not be very effective
with one type of problem or client but another treatment
will be. Also, moderators may affect the magnitude of rela-
tions rather than stark conclusions about a particular treat-
ment working or not working with a client group.

For example, in my own work we have found barriers
to treatment participation as a moderator of treatment out-
come among families with children referred for aggressive
and antisocial behavior. Barriers refer to parental percep-
tions of stressors related to participating in treatment (e.g.,
seeing treatment as demanding and not well suited to their
child). Families who perceive greater barriers to treatment
show less therapeutic change than families who perceive
fewer variables (Kazdin & Wassell, 2000; Kazdin & Whitley,
2006). These effects are evident while controlling for other
potential confounding variables (e.g., family stress outside
of the context of treatment, parent psychopathology, sever-
ity of child dysfunction). Interestingly, parents with high
barriers still show improvements, so treatment does not
fail with them but clearly the magnitude of change is mod-
erated by barriers to participation.

6.11.3: More Information on
Intervention Moderator Strategy

It is helpful to know when moderators do not seem to
make a difference. For example, a review of multiple stud-
ies for cognitive therapy for the treatment of obsessive
compulsive disorder in children and adults indicated that
several likely moderators (e.g., duration of symptoms, age

of onset, comorbidity) did not make much difference in
treatment outcome (Olatunji, Davis, Powers, & Smits,
2013). This information is useful to know by conveying
that an effective treatment may not be equally applicable
across clinical samples and age groups.

Research on moderators can be enlightening. Rather
than main effects of treatment (for all individuals in the
experimental or treatment group), the question focuses on
interactions (whether some individuals respond better to
treatment than others or whether some individuals respond
to one form of treatment whereas other individuals respond
better to another form of treatment). Different types of varia-
bles (treatment, subject, contextual) are combined. Although
the usual control conditions might be used, the question usu-
ally focuses on comparison groups that are composed of
combinations of treatment and subject characteristics.

There are a couple of important limitations in treat-
ment research on moderators:

1. Itis likely that multiple moderators are involved. Most
research on treatment moderators plods along with
one moderator at a time.

2. Once a moderator is studied, why and how it works is
rarely pursued. Thus, we have a description of isolated
moderators without little idea of how to operate. This
limits our ability to use the information to make treat-
ments more effective. That is, if we know what was
going on and the processes through which a moderator
achieved its effect, we might be able to make changes
in the moderator or accommodations in treatment to
improve outcomes.

3. Studying one moderator at a time is an enormous limi-
tation in understanding how and for whom treatment
works. It is likely that multiple moderators are
involved in contributing to change. Recently, methods
for integrating and combining multiple moderators
have been elaborated (Kraemer, 2013). Individual
moderators tend to be weak in how they predict out-
come (e.g., effect size) and may not even emerge as sta-
tistically significant. Yet, multiple moderators can be
combined and with that combination meaningful
effects of moderator x treatment interactions emerge
that otherwise would not be evident (e.g., Frank et al.,
2011; Wallace, Frank, & Kraemer, 2013).

All these points notwithstanding, the search for mod-
erators represents a more sophisticated approach to treat-
ment evaluation than the search from main effects alone.

6.11.4: Intervention Mediator/
Mechanism Strategy

The previously noted strategies emphasize outcome ques-
tions or the impact of variations of the intervention on cli-
ents at the end of or subsequent to treatment. The treatment



mediator strategy addresses questions pertaining to how
change comes about. What processes unfold that are
responsible for improvement? As we have discussed and
illustrated mediators (and mechanisms) previously, we can
be brief here.

Much of the research using the treatment mediator
strategy has looked at a particular construct (e.g., changes
in specific cognitions) and how it relates to treatment
outcome (Kazdin, 2007). The view is that the treatment
technique achieves its effects (therapeutic change)
through altering specific cognitions (mediator). When
such findings are established, this does not mean change
in cognitions caused the change but rather there is a
special statistical association. That association usually
means that some intervention (treatment) led to change
(outcome) and that the change in the outcome depended
on (was associated statistically with) some intervening
process variable (changes in cognitions). Furthermore, if
these cognitions did not change, the outcome was not
likely to occur. We cannot say that cognitions caused the
change. It could be that cognitions are correlated with
some other influence. Even so, research on mediators can
move our knowledge forward by ruling out both
influences that not likely to be involved and influences
that are. This dual effect of ruling in and ruling out likely
mediators is nicely illustrated in a study that looked at
several mediators.

This study was an RCT of treatment of college stu-
dent drinkers (whose treatment was mandated) and
who received motivational enhancement therapy
(LaChance, Feldstein Ewing, Bryan, & Hutchison, 2009).
Motivational enhancement therapy is an intervention
often used with addictions. Over usually a brief number
of sessions, clients are provided feedback for their
behavior and encouraged to better understand their
motivations and improve self-control. In this study, five
mediators were examined to explain the basis for thera-
peutic change:

* Readiness to change

¢ Self-efficacy

e Perceived risk

¢ Norm estimates (what others are doing)

e Positive drinking expectations

Only self-efficacy served as a mediator. The extent to
which individuals gained a sense of agency or control was
associated with improved outcome. This is potentially
quite informative. Among the next steps, for example,
might be to manipulate self-agency directly to see if it is
causally involved in the change process and if treatment
outcome effects could be enhanced. As for a study designed
to evaluate mediators, this is exemplary because of
the investigation of several in the same project. Assessing
multiple mediators is not only efficient in evaluating
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mediators, but also raises the possibility of identifying sub-
groups and evaluating whether different mediators are
involved (moderated mediation).

Many therapy studies focusing on mediation have turned
to neuroimaging. The purpose is to look at therapeutic
change and how those changes are related to changes in
brain activity, often in areas of the brain already impli-
cated in the disorder based on prior research.

Among the goals is to identify whether treatment leads
to changes in brain activity and brings that activity closer
to normative levels as defined by individuals without the
clinical dysfunction in the treated sample (e.g., Frewen,
Dozois, & Lanius, 2008; Quidé, Witteveen, El-Hage,
Veltman, & OIff, 2012).

As with other mediators, changes in brain structure,
function, and activity do not establish causal links, but
they home in on locales where one could search for pre-
cisely what and how changes come about (see Kazdin,
2014). Also, brain activity can lead to finer-grained hypoth-
eses (e.g., hormonal, neurotransmitter, synapse) that can
encompass and draw on data that focus on the develop-
ment and progression of disorders outside of the context of
treatment research.

As a general strategy, we want to know why a particu-
lar intervention or experimental manipulation works so
that treatment mediation strategy is an effort to move fur-
ther toward that.

Mediation can move us closer to understanding specific
process that might be involved.

Further research can follow up on mediation studies in
an effort to identify if specific processes if altered (enhanced
or blocked) can influence the outcome. This is an excellent
instance in which human and nonhuman animal studies
often are involved in moving back and forth from labora-
tory studies in critical processes to the clinic with strategies
to improve patient care (Kazdin, 2014).

6.11.5: General Comments

The strategies noted previously reflect questions frequently
addressed in current intervention research (treatment, pre-
vention, education, rehabilitation). The questions posed by
the strategies reflect a range of issues required to under-
stand fully how an intervention operates and can be
applied to achieve optimal effects. The treatment package
strategy is an initial approach followed by the various ana-
lytic strategies based on:

¢ Dismantling Research
¢ Constructive Research

e Parametric Research

The comparative strategy probably warrants atten-
tion after prior work has been conducted that not only
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indicates the efficacy of individual techniques but also
shows how the techniques can be administered to increase
their efficacy. Frequently, comparative studies are con-
ducted early in the development of a treatment and pos-
sibly before the individual techniques have been well
developed to warrant such a test. A high degree of opera-
tionalization is needed to investigate dismantling, con-
structive, and parametric questions. In each case, specific
components or ingredients of therapy have to be suffi-
ciently well specified to be withdrawn, added, or varied
in an overall treatment package.

The progression requires a broad range of control and
comparison groups that vary critical facets of treatment.
The usual control conditions (no-treatment, nonspecific-
treatment control) may continue to play a role. However,
the interest in evaluating change over time without treat-
ment or factors common to treatment gives way to more
pointed questions about specific facets of treatment that
account for or contribute to change. Comparison groups
are aimed to allow increasingly specific statements related
to construct validity, i.e., what aspects of the intervention
account for the findings?

Not all of the questions one might ask of a given interven-
tion are addressed by the strategies we have discussed.
For example, once an intervention is effective with a spe-
cific disorder or domain of functioning, it is natural to
extend the intervention to see if related domains are also
altered. This might be considered beginning the treat-
ment package strategy anew but just applying this to
another problem.

For example, medication for the treatment of cigarette
smoking recently was also shown to be effective for alcohol
dependence (Litten et al., 2013). Cigarette smoking and
alcohol dependence often go together and share biological
underpinnings (e.g., receptors in the brain) and the medica-
tion that was studied (Verenicline [marketed under the
name Chantix]) works on those receptors. In any case, the
intervention strategy is to see if a treatment effective for
one problem can be effective for another. Test of generality
of the impact of a treatment might focus on different types
of disorders, clients, and settings. One might consider these
variations of the treatment moderator strategy, namely,
does the effectiveness of an intervention vary as a function
of other ways (to whom, how) in which it is applied?

Summary and Conclusions: Control and Comparison Groups

Control groups rule out or weaken rival hypotheses or
alternative explanations of the results. The control group
appropriate for an experiment depends upon precisely
what the investigator is interested in concluding at the end
of the investigation. Hence all, or even most, of the availa-
ble control groups cannot be specified in an abstract dis-
cussion of methodology. Nevertheless, treatment research
often includes several specific control procedures that
address questions of widespread interest.

The no-treatment control group includes subjects who
do not receive treatment. This group controls for such
effects as history, maturation, testing, regression, and simi-
lar threats, at least if the group is formed through random
assignment. The wait-list control group is a variation of the
no-treatment group. While the experimental subjects
receive treatment, wait-list control subjects do not. After
treatment of the experimental subjects is complete, wait-
list control subjects are reassessed and then receive treat-
ment. A no-contact control group may be included in the
design to evaluate the effects of participating in or having
“contact” with a treatment program. Individuals selected
for this group usually do not know that they are participat-
ing in a treatment investigation. Hence their functioning
must be assessed under the guise of some other purpose

than a treatment investigation. More commonly now in
light of self-help treatments, no-contact is less of a control
group than a way of administering treatment with little or
no contact with a therapist.

A nonspecific-treatment control group consists of a
group that engages in all of the accouterments of treat-
ments such as receiving a rationale about their problem,
meeting with a therapist, attending treatment sessions, and
engaging in procedures alleged to be therapeutic. Actually,
the purpose is to provide those ingredients that could lead
to change but are not central to the intervention that is
being evaluated. This control condition allows one to
address of whether the effects of veridical treatment are
merely due to its nonspecific-treatment components. This
is a critical construct validity issue.

Treatment as usual consists of the usual, routine, and
standard care treatment that is provided for a problem at a
particular clinic or other setting. Clients assigned to this
treatment receive a veridical intervention (unlike a
nonspecific-treatment control condition), and many of the
factors common to most treatments are controlled. Few
objections arise from therapists and clients regarding the
use of routine care as a comparison condition. From a meth-
odological standpoint, a difficulty with treatment as usual is



that it is usually unstructured and unspecified, varies from
clinic to clinic and therapist to therapist, and therefore is not
replicable. This might be remedied by specifying what was
done and trying to achieve consistency among therapists,
but those efforts would make this treatment as no-so-usual.

A yoked group controls for variations across groups
that may arise over the course of the experiment. Imple-
menting treatment procedures may involve factors inher-
ent in but not relevant to the independent variables of
interest to the investigator. Yoking refers a procedure that
equalizes the extraneous variables across groups by match-
ing or pairing subjects in the control groups (or one of the
control groups) with subjects in an experimental group
and using information obtained from the experimental
subject to decide the conditions to which the control sub-
ject will be exposed.

Nonequivalent control groups refer to a category of
groups that is characterized by selection of subjects who
are not part of random assignment. These groups are
added to the design to address specific threats to validity
(usually internal validity such as history or maturation)
that are not handled in the usual way (e.g., random assign-
ment to experimental and no-treatment control groups). A
nonequivalent control group, by virtue of its selection,
imperfectly controls these threats but still strengthens the
plausibility of the conclusions that can be drawn.

The addition of control and comparison groups to
experimental designs usually addresses threats to internal
and construct validity and hence adds precision to the con-
clusions that can be reached. The progression of research
and the different control and comparisons groups that are
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used were illustrated in the context of psychotherapy
research. Many different treatment evaluation strategies
were discussed to convey various control and comparison
groups and questions that do not require control condi-
tions in the usual sense.

Many designs that are used in psychology do not
involve experiments where there is a manipulation or
assignment to conditions. In these designs, various sam-
ples (e.g., individuals exposed to domestic violence vs. not;
individuals with a particular disorder vs. another) are eval-
uated and compared. The goals of such research include
developing and understanding of various conditions and
their impact. These goals too require control and compari-
son conditions. Observational designs are the focus of the
next chapter along with the conditions required to address
threats to validity.

Critical Thinking Questions

1. An experiment may show that a treatment (cognitive behavior
therapy) is better than no-treatment and controls for all of the
threats to internal validity, but is likely to have a construct va-
lidity problem. What is that problem?

2. Developing an attention-placebo control group has special
challenges. What are they?

3. What are some of the strengths and weaknesses of using treat-
ment as usual as a control group?

Chapter 6 Quiz: Control and Comparison Groups



Chapter 7

Case-Control and

Cohort Designs

Learning Objectives

7.1 Explain how observational research plays
an important role in certain fields like
psychology

7.2 Define case-control designs

7.3 Compare case-control designs with cohort
designs

7.4 Analyze how prediction, classification, and
selection are ways of referring to some
outcome

7.5 Identify the specific issues that the
researcher needs to be aware of at the
research design stage

Up to this point, we have focused primarily on true-
experimental designs in which subjects are randomly
assigned conditions and the variables of interest are
manipulated experimentally by the investigator. We also
covered many of the control and comparison groups that
these designs often include. In much of clinical research,
subject characteristics and other variables are not manip-
ulated directly by the investigator. Rather, the variables
are “manipulated by nature” and the investigator evalu-
ates the impact of these variables through selecting per-
sons for study who have the characteristic of interest.
Such studies are sometimes referred to as observational
research to convey that the role of the investigator is to observe
(assess) different characteristics and their associations, rather
than to intervene experimentally. Although observational
research can identify many patterns of association (corre-
lates) and can describe the nature of various characteristics
(e.g., disorders), the goals are to develop and test theories
and to understand causal relations in much the same way
as experimental research.

There are many options for observational research.
This chapter considers major design strategies, with
an emphasis on those that are more commonly used in
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7.6 Express the importance of proper
specification of the construct due to its
impact on the findings

7.7 Recognize the importance of selecting the
right group in research

7.8 Determine how incorrect reporting of the
predictor and the outcome leads to incorrect
findings

7.9 Report the utilities of case-controlled
designs over experimentally studied ones

psychological research. In each design strategy, the central
characteristics are the study of intact groups (e.g., no ran-
dom assignment) and examination of variables and influ-
ences that the investigator usually cannot manipulate
directly. The designs have the same goal as experimental
designs, namely, to make implausible various threats to
validity. Innovative methodological thinking and practices
often are called on because the investigator does not have
the luxury of an experiment where manipulation of condi-
tions and assignment of subjects are controlled.

7.1: Critical Role of
Observational Research:
Overview

7.1 Explain how observational research plays an
important role in certain fields like psychology

Designs in which intact groups are studied concurrently
or over time are not presented very often in teaching
research design in psychology. For one reason, there is a



strong experimental tradition (i.e., true experiments)
within psychology in which direct manipulation is
accorded somewhat higher status than so called “correla-
tional” research. Well recognized is that one of the best
ways to demonstrate a causal relation is to manipulate
something directly and see if the predicted outcome
changes. In clinical research, that is why the randomized
controlled trial has special status in demonstrating the
effectiveness of an intervention (e.g., psychological treat-
ment, surgery, medication). Yet, as we discuss in this
chapter, observational research has special status too in
identifying relations and findings that could never be
evaluated experimentally.

Another reason the designs are not emphasized in psy-
chology may stem from their primary association with
other disciplines. For example, these designs rule in epide-
miology and public health where intact groups (popula-
tions at risk, with disease) are routinely studied. The designs
and methods of data analyses are specialties of their own.
There is barely enough time to teach some experimental
designs and some statistics in psychology, yet draw on the
methodological advances of other disciplines areas. Yet the
key components of methodology (research design, data
evaluation) span many areas of science, and the increase
interdisciplinary collaborative nature of research has help
diffuse methodologies across boundaries.

It is important to dispel quickly a traditional psy-
chology view, perhaps not as readily voiced today, that
observational research has secondary status and takes
a back seat to true experiments. Sciences in general are
more in the public view, and we see regularly that many
if not most scientific fields (e.g., astronomy, archeology,
meteorology, volcanology [volcanos], seismology [earth-
quakes], and of course my favorite, pomology [study of
fruits]) rely heavily on observations of different condi-
tions rather than experimental manipulation of the sub-
ject matter. Now we can predict catastrophic weather
conditions fairly well and also identify planets from other
galaxies (called exoplanets) that might be habitable and
provide new places to start up fast-food franchises. Few
scientists or citizens complain that both the weather pre-
dictions and exoplanets emerge from observational
data alone.

In psychology, and perhaps especially clinical, coun-
seling, school, and educational psychology, observational
research plays a special role for several reasons. They are:

1. Core questions of interest do not permit experimental
manipulation. For example, even as debate continues
about how to diagnose mental disorders, we study them.
Indeed, our studies will shed light on domains that will
eventually improve diagnosis. We study these disorders
all of the time to shed light on the risk, onset, etiologies,
and course. These are primarily observational studies
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of different patient groups (e.g., individuals with and
without depression).

We are very interested in individuals with special expe-
riences due to exposure (e.g., to trauma, war, domestic
violence, prenatal cigarette smoking) or to deprivation
(early loss of parents, malnutrition).

There is a long tradition in psychological research in stud-
ying special groups (e.g., individuals who are first born
among siblings, criminals, octogenarians, Nobel laure-
ates, methodologists). These foci require studying or
observing intact groups. In each of these areas, research is
designed to address a host of questions, such as what are
the past, present, and future characteristics of such indi-
viduals? What factors predict who will show the outcome
of interest? What are the causes of the outcome? And
even, what may be done to prevent the outcome?

Obviously, one cannot assign individuals to experi-
ence one condition versus another (e.g., receiving
harsh vs. mellower child rearing; receiving vs. not
receiving a Nobel Prize, being or not being exposed to
animated methodology videos prenatally). However,
individuals with these varying characteristics can be
identified and studied.

The influence of other disciplines on clinical research
has expanded the design strategies that are used with-
in psychology. Epidemiology and public health have
impact on clinical psychology, psychiatry, and related
disciplines (e.g., health psychology, psychiatric epi-
demiology). For example, the vast majority of public
health studies on the factors leading to diseases (e.g.,
AIDS, heart disease, and various forms of cancer) have
come from observational, rather than experimental
studies. Psychology studies these disorders too and
uses the same observational research methods. From
observational research, we have learned about multi-
ple influences on diseases (morbidity) and death (mor-
tality), the relative weight of various influences, and
whether some influences are likely to play a causal role
or are piggybacking on some other variable. The de-
signs can be very powerful indeed. Often we can take
the findings from observational research and move
them back to the laboratory with nonhuman animal
models to see if there are causal relations.

Models in science have evolved in ways that also accord
greater value to observational designs. Experimental
research, as powerful as it is, is often restricted to the
manipulation of one or two variables at a time. Isolation
of variables is a key advantage of experimentation to un-
derstand how variables operate. However, in many are-
as of science (e.g., physiology, meteorology, economics),
including psychology, we know that there are multiple
variables that may influence a phenomenon of inter-
est and that these variables may be related in dynamic
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(constantly changing), interactive, and reciprocal ways.
Often we want to study systems, large units with inter-
acting processes. Observational studies can take into ac-
count (e.g., with statistical and math models) multiple
variables, study them over time, and examine the influ-
ences of variables on each other.

5. Data-analytic techniques have advanced over the past
decades that can strengthen the inferences drawn from
observational research (e.g., Little, 2013). Diverse meth-
ods of analysis (e.g., path analysis, structural equation
modeling, and hierarchical linear regression) have
evolved and are increasingly familiar; other methods
widely used in other disciplines (e.g., logistic analysis,
survival analysis, time-series analysis) are used increas-
ingly in clinical, counseling, and educational psychology.
The net effect is to provide better means of drawing infer-
ences from longitudinal data and the direction and type
of influence that one variable exerts on another. The find-
ings have provided information that could not be
obtained from experimental research. This means one
can tease out, separate, and evaluate the influence of fac-
tors that may be confounded with the group status and
progress to increasingly nuanced questions.

7.1.1: More Information on the
Critical Role of Observational
Research

Recall simple relations from observational studies with
group comparisons. For example, cigarette smokers (one
group) have higher rates of heart disease, lung cancer, and
early death compared with nonsmokers. In that observa-
tional study, we want to control those variables that might
be confounded (e.g., cigarette smokers drink more alcohol
and exercise less) and introduce a construct validity prob-
lem (e.g., is it smoking or some other construct)? And now
observational research moves to nuanced questions—what
are characteristics of cigarette smokers who live long healthy
lives or those individuals who never smoke and die of lung
cancer? These are enormously important questions that can
be elaborated by observational studies and data-analytic
techniques to reveal otherwise obscure relations.

A key theme of this text is the need and role for multiple
methodologies. To that end, there is no need to pit true-
experiments and observational research against each
other. In science, diverse methods are needed and they
are complementary.

For example, we learned decades ago that exposure to
low levels of lead (in water, air, and diet) among children is
associated with hyperactivity, deficits in neuropsychologi-
cal functioning (e.g., verbal, spatial ability), distractibility,
lower 1Q, and overall reduced school functioning, and
these effects continue to be evident several years later

(Needleman, Schell, Bellinger, Leviton, & Alldred, 1990).
This and many other studies were observational in nature
and compared children exposed or not exposed to lead and
those exposed in varying degrees. Observational studies of
humans were followed by true-experiments with nonhu-
man animals (in rats, monkeys) that showed exposure to
lead influenced brain activity and structure (e.g., neuro-
transmitter activity, complexity in dendrite formation,
inhibition of the formation of synapses) and hence elabo-
rated how learning and performance are inhibited. The
point in mentioning a slice of this large area of research is
to illustrate a back and forth of observational research and
experimental studies as well as human and nonhuman ani-
mal studies. All are needed to obtain the understanding we
wish and in the case of this example (with low levels of
lead) they have had enormous implications for prevention
of physical and mental health problems in children (see
Centers for Disease Control and Prevention, 2012a).

7.2: Case-Control Designs

7.2 Define case-control designs

There are many options for observational research, and we
begin with the most familiar and basic. (Table 7.1 includes
the specific designs we will cover and provides a useful
summary guide.)

Table 7.1: Selected Observational Designs: Summary
of Key Characteristics

-

. Case-Control
Designs

Investigation of a characteristic of interest by forming
groups who vary on that characteristic and studying
other current or past features of those groups

a. Cross-sectional
case-control
design

Identify cases (individuals with the characteristic
of interest) and controls (without the characteristic)
and evaluate other characteristics currently, i.e.,
evident at this point in time

b. Retrospective
case-control

|dentify cases (individuals with characteristic of
interest) and controls (without the characteristic) and

design evaluate other characteristics in their past in an effort
to identify antecedents of the current outcome
2. Cohort Investigation of intact group(s) over time but
Designs prospectively (longitudinally)

Identify subjects who meet a particular criterion (e.g.,
exposed to an event such as a national disaster, or
born in a given year, or with some specific characteristic)
and follow that group prospectively to assess an
outcome of interest (e.g., onset of a disorder). Birth-
cohort design is a special case of this design.

a. Single-group
cohort design

b. Multigroup
cohort design

Two or more groups are identified who meet a particu-
lar criterion and are followed prospectively to assess
an outcome of interest (e.g., onset of a disorder)

c. Accelerated, Two or more groups are selected that vary in age

multi-cohort (different cohorts) and who are followed prospectively.
longitudinal The design is “accelerated” because a longer period
design of development is covered by selecting cohorts at

different periods and following them.




Case-control designs refer to strategies in which the investiga-
tor studies the characteristic of interest by forming groups
of individuals who vary on that characteristic and studying
current or past features of the groups.

The key characteristic is in identifying groups who
vary in the outcome (criterion) of interest, i.e., have the
“problem” or characteristic that the investigator wishes to
elaborate. Case-control design is the term used extensively
in epidemiology and public health where “case” typically
means someone who has the disease or condition (e.g.,
heart disease, high blood pressure) that is to be studied.
For psychology, “case” merely refers to individuals with
the characteristic of interest.

In the most basic, two-group version, the investigator
compares subjects who show the characteristic (cases) with
individuals who do not (controls). The independent varia-
ble is the characteristic or criterion that served as the basis
for selection and may reflect a particular experience (e.g.,
being victimized, exposure to a particular parenting style)
or status (e.g., being first born, widowed, divorced). The
investigator compares the two groups on the measures of
interest and then interprets the differences to reflect a criti-
cal facet of the problem. Two major variations of the
designs are worth distinguishing, based on the time per-
spective in which the groups are studied.

7.2.1: Cross-Sectional Design

In a cross-sectional, case-control design, the most com-
monly used version in psychology, subjects (cases and
controls) are selected and assessed in relation to current
characteristics. This is distinguished from studies that are
designed to evaluate events or experiences that happened
in the past (retrospective studies) or that will happen in
the future (prospective studies).

The goal of a cross-sectional, case-control study is to
examine factors that are associated with a particular char-
acteristic of interest at a current point in time.

The study can describe and explore characteristics of
interest (e.g., what are peer and family relations like of young
women who have poor vs. good body image) or test theo-
retical propositions or conceptual models (e.g., first- and
second-born children might be compared to test a hypothe-
sis about different patterns of attachment in their current
adult relations; children who grew up in bilingual homes vs.
those who did not on subsequent implicit attitudes toward
other ethnic groups; ethnic differences in perceived barriers
to obtaining mental health services). Obviously, the ques-
tions are endless.

In the usual case, the investigator begins with hypoth-
eses about how various groups will differ, perhaps based
on a theoretical perspective. The subjects are identified
and assessed on multiple characteristics beyond those
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used to delineate their status as cases or controls. Because
all of the measures are obtained at the same point in time,
the results are correlational, i.e., one cannot know from
the study whether the outcome preceded or was caused
by a particular characteristic. (There are some exceptions
where a characteristic such as sex or ethnic identity may
be assumed to antedate an outcome of interest such as
onset of a disorder.)

Cross-sectional designs are useful for identifying corre-
lates and associated features, and these findings may be
quite informative and significant.

For example, the investigator may wish to test whether
depressed mothers interact differently with their children
(e.g., infants, toddlers) when compared with nondepressed
mothers. Mothers are identified and assessed on a measure
(or two) of depression and classified as depressed (cases)
or not (controls); they are then brought into the laboratory
or observed at home to assess how they interact with their
children. Several studies with this focus have shown that
depressed mothers, compared with nondepressed con-
trols, display decreased attention, affection, and vocal
behavior, are less expressive (flatter affect) and show more
anger, negativism, and hostility in their interactions (e.g.,
Conroy, Marks, Schacht, Davies, & Moran, 2010; Field,
2010). This work has very important implications regarding
early child development, patterns of emotional attachment
of parents to children, and the likely risk that children may
have for later dysfunction.

Cross-sectional designs are commonly used and
have generated provocative findings theories, and fur-
ther research. For example, from such studies we have
learned that:

¢ Individuals who are depressed are likely to show a set
of negative cognitions (e.g., helplessness, hopeless-
ness) compared with nondepressed controls.

¢ Children whose parents survived the holocaust expe-
rience significantly greater psychological dysfunction
than matched controls whose parents have no such
experience.

¢ Children who are depressed compared with those who
are not have significant impairment in peer relations
and school functioning.

¢ Girls who mature early (in relation to their peers) are
more likely to have low self-esteem than those who
mature later, to mention a random (well not entirely
random) list of fascinating findings.

Many examples mentioned previously related to the
health benefits of drinking wine, participating in religion,
and not being depressed after a heart attack were based on
case-control studies. Findings that compare intact groups
are very useful in generating theory and concrete hypoth-
eses to analyze further the reasons for these relations and
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the conditions under which they do and do not operate.
Indeed, many case-control studies lead to experimental
research (e.g., studies with nonhuman animals) to test
directly some characteristic expected to play a causal role
that may be suggested by a case-control study.

7.2.2: Retrospective Design

In a retrospective, case-control design, the goal is to draw
inferences about some antecedent condition that has
resulted in or is associated with the outcome. This design
represents an explicit effort to identify the time line
between possible causes or antecedents (risk factors) and a
subsequent outcome of interest. Subjects are identified
who already show the outcome of interest (cases) and com-
pared with those who do not show the outcome (controls).
So far this is just like the cross-sectional case-control design.

The retrospective design includes measures that are
designed to elaborate the past of the individuals in each
of the groups. Essentially, the design says you are this
way now (case or now); now tell us about some things in
your past (antecedents).

As an example, a retrospective case-control design was
used to evaluate the relationship of breastfeeding and
attention deficit hyperactivity disorder (ADHD) in chil-
dren (Mimouni-Bloch et al., 2013). Breastfeeding children
is known to have quite positive effects in protecting chil-
dren against physical illnesses and fostering health and
development in many physical and psychological spheres
both in the short and long-term. (Current recommenda-
tions for breastfeeding are to provide breast milk as the
exclusive child’s diet for 6 months followed by an addi-
tional 6 months that can be supplemented with solid or
other foods [American Academy of Pediatrics, 2012].) This
study examined whether there is a relation of breast feed-
ing and psychiatric disorder in children.

Three groups were evaluated:

1. A group of children 8-12 years of age diagnosed with
ADHD

2. Their siblings who did not show ADHD

3. Children without ADHD who attended an Otolaryn-
gology clinic (ear, nose, and throat problems)

This is an interesting design because group 2 helps to
control for common environments of siblings and could
help rule out some interpretations other than breast feeding.
Group 3 cleverly addresses children who are coming to a
medical facility (as were ADHD children) but for a nonpsy-
chiatric reason. Parents were asked to complete measures of
breast feeding practices of their children for all groups and
to do so for different time periods (e.g., at 1 month after the
child’s birth, at 3 months, and so on) to get a picture of pat-
terns of breastfeeding. These measures were of course retro-
spective because the children were now 8-12 years old.

The main finding: lower rates of breastfeeding were
associated with higher rates of ADHD. For example, at
3 months after birth, 43% of children with ADHD were being
breastfed (Group 1); at this same time approximately 70%
for the combined others (groups 2 and 3) were being breast-
fed. This difference continued at 6 months (29% for ADHD;
over 50% for other groups combined). From this study, we
can conclude that breastfeeding is indeed related to later
onset of ADHD. This is a methodology text, so we should be
especially careful in what we say about conclusions. The
conclusion is better phrased as follows: ADHD in children is
significantly related to parent retrospective report of breast-
feeding. This does not change the finding very much, but
we did not observe or get current reports of breastfeeding.
The study is important in raising the prospect that feeding
practices play a role in later onset of ADHD. Subsequent
work can now test additional hypotheses about paths,
mechanisms, and moderators that might explain or elabo-
rate the connection between breastfeeding and ADHD.

The retrospective nature of the study raises cautions as
well, of which the authors were aware. Breastfeeding (A) and
ADHD (B) or other variables (C) have relations whose tem-
poral ordering is not resolved by the design. The conceptual
view underlying the study is a type breastfeeding precedes
ADHD (i.e., A—> B), but from the standpoint of the design,
it is possible that the results could be explained another way
(i.e., B—> A). Maybe overly active and more difficult chil-
dren (hyperactivity is also related to less easy temperament,
more oppositional behavior) lead parents to not breastfeed or
to stop breastfeeding sooner. It is easy to envision not breast-
feeding a child who is difficulty to manage or contain or is
just a little squirmy. That would explain why their siblings
had higher rates of breastfeeding. Also, it is possible that
recall of the parents might be biased in a way that supports
the finding. Perhaps parents recall their currently ADHD
child as more of a problem early in life (Whether or not they
were) and were more likely to report not breastfeeding them
as a result. That is, their recall of breastfeeding may be par-
tially tainted or biased by the children’s current diagnosis. In
short, the direction of A to B or B to A is not entirely clear.

In addition, other variables not included in the study
(C) may well lead to both lower rates of breastfeeding
and higher rates of ADHD. I have mentioned tempera-
ment—a biological disposition related to how an indi-
vidual responds. Among the many ways to classify this,
easy-to-difficult is one dimension that is meaningful and
relates to later psychiatric dysfunction. Infants with a
more difficult temperament are fussier, are more likely to
resist or cry when handed from one adult to another,
more active, a little more intense, and slower to adapt to
change. The easy temperament is at the other side of the
continuum and is what you (reader) and I obviously
were when we were infants. We already know that tem-
perament influences the onset of psychiatric disorder



years later. Perhaps this third variable (C) accounted for
both reduced breastfeeding and increased rates of
ADHD. Perhaps, there was something else that varied
for ADHD children that could explain the findings. Curi-
ously more children in the ADHD group were born pre-
maturely and perhaps that too influenced breastfeeding
and later ADHD onset.

The point is that one cannot know the relation of these
influences from the design of the study. With all of these
interpretations, is there any value to the findings? Abso-
lutely! Knowing that breastfeeding is related to the onset of
psychiatric disorder is critical. All sorts of other questions
are raised:

e Is it the breastfeeding or some other variable?

¢ Is there a moderator that is of interest here (e.g., boys
vs. girls, single vs. two parent families)?

¢ What is the mechanism that might be involved?

* Does breastfeeding augment brain development, and
also whether ADHD has some characteristic deficits in
some areas of the brain?

¢ Are these connected?

There are intervention issues too. There are interna-
tional efforts to increase breastfeeding because of the
broad benefits. Also, what about prevention? Can
research (true-experiments, quasi-experiments with
humans and nonhuman animal studies) show that cer-
tain deleterious outcomes (ADHD or in animals some of
the impulsive characteristics that might be evaluated)
are averted with breastfeeding or longer periods of
breastfeeding? Again, all questions emanating from the
retrospective study are merely a sample of the questions
the findings raise.

7.2.3: More Information on
Retrospective Design

Obviously a key issue in retrospective designs pertains to
the assessment. As a general rule, retrospective reports
permit the investigator to identify correlates. One of the
correlates may be recall of a past event which is why I
emphasized the conclusions of “parent report of breast-
feeding” rather than “breastfeeding.”

There can be significant problems that usually preclude
establishing the recalled event as a risk factor (antecedent)
for the outcome of interest. First, selective recall, inaccu-
rate recall, and recall biased by the outcome (e.g., dysfunc-
tion) all interfere with drawing valid conclusions about
the past event, its occurrence, or differential occurrence for
groups that vary in a later outcome. I mentioned previ-
ously that memory is a matter of recoding rather than
recording events and experiences that happened previ-
ously (Roediger & McDermott, 2000). Thus, recall has
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some inherent limitations. In some cases, historical records
(e.g., school truancy, participation in high school activi-
ties) are used as the data. With such records, the quality,
reliability, and completeness of the data also raise poten-
tial interpretive problems.

All retrospective measures are not necessarily flawed,
and hence they ought not to be cast aside categorically
when evaluating a study. There are different methods of ret-
rospective assessment (e.g., self-report, archival records),
types of events that are assessed (e.g., parenting practices,
death of a relative), time frames (e.g., recall of events or
experiences within the past week vs. past 25 years), and
means of soliciting or prompting the recalled material.
These are not all subject to the same sorts or degrees of bias.
As a general rule, retrospective reports of psychological
states (e.g., family conflict, mental health, difficulties of
childhood) and duration, level, and dates of particular
events are rather poor; recall of discrete events (e.g., changes
in residences) and more stable characteristics (e.g., reading
skills) tends to be more reliable but still not great.

For example, longitudinal studies have asked people
to evaluate some characteristic at a concurrent point in
time; years later retrospective data are obtained on the
same characteristic. The results indicate little relationship
between the concurrent and retrospective data when the
same person evaluates the same events. The implications
can be enormous. For example, the prevalence of mental
illness (proportion of individuals with a psychiatric disor-
der up to age 32) was almost two times greater when meas-
ured prospectively (at different points over time) than
when individuals evaluated their functioning retrospec-
tively (Moffitt et al., 2010). In another study, only 44% of
individuals who had met criteria for diagnosis of depres-
sion at or before the age of 21 recalled a key symptom, yet
the entire disorder, when assessed just a few years later
(age 25) (Wells & Horwood, 2004). Similarly, in an example
I mentioned previously, the sexual activity of adolescents
who took a virginity pledge was compared to those who
had not taken the pledge (Rosenbaum, 2009). Five years
later 82% had denied taking the pledge.

In some cases, critical information to classify individuals
or to evaluate relations among variables relies on recall. Even
what might seem to be memorable events are not recalled
reliably. For example, a study with girls comprising four
cohorts (age groups 11, 13, 15, and 17) was assessed over a
3-year period to evaluate their age of menarche (first men-
strual cycle) (Dorn, Sontag-Padilla, Pabst, Tissot, & Susman,
2013). Direct interviews by a clinician (3 times a year for 3
years) and phone calls interviews (quarterly for 9 quarters)
by research assistants assessed self-reported age of menarche
over time. The in-person clinician interview format yielded
more consistent data in recall over the 3-year period. Even so,
even evaluations were on average 0.7 years different in recall-
ing onset of menarche for the interviews and 2.2 years for
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phone interview data. Here is a good example because differ-
ent methods were compared, both showed variation in the
timing of an event, and one was clearly better than another.

In the previous example, the recall focused on when an
event happened. Much work focuses on whether something
happened. In a review of retrospective assessments across
diverse areas of research sexual abuse, physical abuse,
physical/emotional neglect or family discord, false nega-
tives were much more common (i.e., not recalling events
that from prior records were known to have happened) than
false positives (i.e., recalling something as happening when
in fact it did not) (Hardt & Rutter, 2004). Major adversities in
one’s past are more likely to be recalled accurately.

Retrospective assessment does not necessarily mean the
information is distorted. Both how and what is assessed
make a difference.

For example, over time, a small group of children who
showed evidence of autism no longer show the signs and
are functioning well (Fein et al., 2013). The percentage is
not yet known. A case-control study identified and com-
pared three groups:

1. Children with a prior diagnosis of autism but func-
tioning very well (i.e., in regular classrooms, no longer
meeting criteria for the disorder).

2. Children with high-end functioning of autism who still
met criteria for the disorder (but matched on age, sex,
IQ with the prior group).

3. Typically developing peers. Perhaps the diagnoses
that groups 1 and 2 had were inaccurate, and group 1
may not even have been accurately diagnosed.

The diagnostic records were reviewed by experts una-
ware of which groups the children were placed and used to
confirm the early status.

The point: Retrospective assessment can mean going
back to documented or documentable information that may
have other problems (sloppy or incomplete records) but do
not have the retrospective assessment recall problem.

In the case of this study, optimally functioning chil-
dren who formerly were diagnosed as autistic showed
no problems with language, face recognition, communi-
cation, and social interaction. The optimal functioning
group had a history of milder social deficits and the high
functioning autism but had been similar in severity of
other symptoms (e.g., repetitive behavior, communica-
tion deficits). This study is an important breakthrough
by beginning to identify that some children with diagno-
sis will turn out fine, but what percentage, how, why,
and when—all to be studied. Overall, what conclusions
to draw?

Retrospective assessment is not inherently flawed but can
vary as a function of what is assessed (e.g., major life
events) and how it is assessed (e.g., self-report, records).

Comparisons of the same sample assessed at one point
and then asked to recall the event years later often reveal
not recalling what they had noted years earlier. Major
programs of research (e.g., National Comorbidity Study,
National Comorbidity Survey Replication Study) have
used retrospective assessment effectively in identifying
rates, course, and predictors of mental illness, and data
from such studies would be prohibitive to obtain prospec-
tively. Among the advantages is that retrospective assess-
ment can be checked in many studies (Kessler et al., 2004).
As any assessment retrospective can have significant
problems, retrospective assessment can, but does not
necessarily, have significant problems and that is impor-
tant to remember—well maybe not to remember because
recall is limited, so perhaps write it down. Self-report is
subject to recall biases but again not all retrospective
assessment relies on self-report.

7.2.4: Considerations in Using
Case-Control Designs

There are strengths and weaknesses of case-control designs
(summarized in Table 7.2).
Among the strengths:

1. The designs are well suited to study conditions that
are relatively infrequent. In clinical psychology, groups
with particular disorders, personality characteristics,
or exposure to particular experiences would be difficult
or impossible to obtain from sampling a population
randomly or from following a community population
over time until individuals showed the characteristic
of interest. For example, there is keen interest in under-
standing characteristics of individuals:

* With a diagnosis of depression, bipolar disorder, schiz-
ophrenia, and of course other disorders

¢ Who have engaged in abuse of some kind or who have
been victimized by it, who are altruistic, heroic, model
parents, spouses, gifted, and so on

A case-control study identifies individuals with and with-
out the characteristic and asks how the individuals are
alike and different from controls and what are some of the
reasons they may have reached this particular outcome.
This type of research and the research question are excel-
lent both to test theory and to generate theory.

Once a profile of characteristics is evident that differ-
entiate groups, one can begin to refine the focus and
consider why the relations exist, i.e., developing a little
theory.

2. The designs are feasible and efficient in terms of costs
and resources. The investigator selects the sample and
makes the comparisons between cases and controls at
a single point in time (i.e., now). The designs do not



involve following samples prospectively, so there is not
a long delay in answering questions from the research.
Longitudinal research, while methodologically advan-
tageous for all sorts of reasons, as noted in the next sec-
tion, is costly in time and personnel.

3. The loss of subjects, a constant concern in longitudi-
nal studies, is not a problem in the usual case-control
design. Subjects are assessed at a single point in time,
usually in one assessment session.

4. Case-control studies can go well beyond merely show-
ing that two (or more) variables are correlated. The
magnitude and type of relations (e.g., direct and indi-
rect relations) can be studied and different patterns of
relations within a sample can be delineated. Identify-
ing subtypes within a sample for example occurs when
the variables of interest correlate differently for one
type of case (e.g., males vs. females) rather than
another. These differences are considered as modera-
tor variables and can lead to hypotheses about differ-
ent types of onset and clinical course.

7.2.5: Further Considerations in
Using Case-Control Designs

There are weaknesses of the designs as well. They are:

1. The designs demonstrate correlations, and the direc-
tion of the relation between one characteristicand another
may not be clear at all. Whether those who are happy
in their marriages because of unhappy childhood, for
example, may be true, but in a case-control study, even
if retrospective, it is always possible that the childhood
experience is recalled in a special way in adulthood
because of marital unhappiness or a feature associated
with marital unhappiness (e.g., depression). In a case-
control study, there is inherent ambiguity in how the
characteristics of interest relate to each other (i.e.,
which came first, whether they were caused by some
other variable). The retrospective study too is usually
limited, unless there can be some certainty that the
antecedent occurred prior to the outcome. Here too
“outcome” is tricky. For example, in the breastfeeding-
ADHD study one could say the outcome (second event to
occur) was the diagnosis of ADHD between the ages of 8
and 12 and clearly breastfeeding must have come before
that. Not really, early signs of ADHD (e.g., impulsivity,
high activity) may have preceded early cessation of
breastfeeding. Just because the study focused on ages
8-12 does not mean the problem behaviors that comprise
the diagnosis did not in some form occur earlier.

2. A causal relation between one characteristic (cogni-
tions) and another (e.g., depression) cannot be demon-
strated in case-control designs.
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Even though case-control designs are not well suited to
demonstrate causal relations, they are often very good at
generating hypotheses about them. The hypotheses can
be bolstered by various analyses within the study that
help to rule out other influences (e.g., socioeconomic sta-
tus [SES], physical health) that might be plausible expla-
nations for the finding.

Also, dose-response relations (showing that the varia-
bles are related in a way consistent with a causal
hypothesis) can be helpful.

There are sampling biases that may influence the
relation between the characteristics of interest. Selec-
tion of cases and controls may inadvertently draw
on samples in which the relation is quite different
from the relation in the general population. For
example, if one is interested in studying women who
are abused by their spouses, one can identify cases
at a women'’s shelter and compare them to a control
group (e.g., in the community or from another clinic
but who have not been abused). The goal may be to
identify whether abused women, compared to con-
trols, have fewer social supports (friends and rela-
tives on whom they can rely). Although the women
in the case group may in fact be abused, they may
not represent the larger population of abused wom-
en who do not go to shelters. Indeed, most abused
women do not go to women’s shelters; many of
these women do not even consider themselves to be
victims of abuse. In addition, the absence of a sup-
port system (and other characteristics such as the
level of stress) may influence who comes to shelters
so that this is a unique group. That is, the lack of
social support may actually relate to who comes to
shelters to begin with. Consequently, the correlation
between abuse and social support may be spurious
because support influenced the referral process,
i.e., who comes to a shelter. Stated more generally,
how cases are identified can greatly influence the re-
lations that are demonstrated within the data. If a
special sample is identified because they have self-
selected by volunteering to come to a clinic facility
or have been directed to do so (e.g., court ordered),
the relations that are demonstrated may have little
generality to the larger population of interest. It is
for this reason that epidemiological research, where
these designs are commonly used, relies heavily on
random sampling from the general population to
identify cases and controls.

On balance, the design strategy is extremely valuable.
Apart from elaborating concurrent and past charac-
teristics associated with a given problem, character-
istic, or facet of functioning, the designs can identify
relations among multiple influences. Related, among
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multiple variables that might be studied, the magni-
tude of the relations and variation in the relations as
a function of other variables such as sex, age, or race
may be very important.

5. The designs often permit investigation of phenomena
not easily studied in experiments—we cannot expose
individuals to experiences on a random basis or “give”

people diagnoses randomly.

Table 7.2: Major Strengths and Weaknesses of

Case-Control Designs

Well suited to studying
conditions or character-
istics that are relatively
infrequent in the
population

Efficient in terms of
resources and time
because of the cross-
sectional assessment

No attrition because of
assessment at one
point in time

No time line is shown among the variables of
interest (e.g., depressed [A] individuals have a
certain type of cognitive style [B]), so one
cannot usually establish whether one charac-
teristic (A or B) preceded the other or emerged
together

Causal relations cannot be directly demon-
strated, even though various analyses (e.g.,
dose-response relations) can provide a strong
basis for hypotheses about these relations

Sampling biases are possible depending on
how the cases (e.g., depressed clients) were
identified and whether some special additional

characteristic (e.g., coming to a clinic) was
required

Can study magnitude
type of relations among
variables (e.g., direct
influence, moderating
influence)

Allows the investigator
to match (equalize)
subjects on one of the
variables assessed at
pretest (e.g., level of
anxiety) that may
influence the results

Can rule out or make
implausible the role of
influences that might be
confounded with the
characteristic of interest

Can generate
hypotheses about
causal relations or
sequence of
characteristics and
how they unfold to
produce a problem

7.3: Cohort Designs

7.3 Compare case-control designs with cohort designs

Cohort designs refer to strategies in which the investiga-
tor studies an intact group or groups over time, i.e., pro-
spectively.

Cohort is a group of people who share a particular charac-
teristic such as being born during a defined period of time.

In a cohort design, a group is followed over time. The
design is also referred to as a prospective, longitudinal
study. Two key differences help distinguish case-control
designs, discussed previously, and cohort designs to which
we now turn are:

¢ Cohort designs follow samples over time to identify
factors leading to (antedating) an outcome of interest.

¢ The group is assessed before the outcome (e.g., depres-
sion) has occurred. In contrast, in case-control designs,
the groups (cases and controls) are selected based on
an outcome that has already occurred.

The special strength of cohort designs lies in establishing
the relations between antecedent events and outcomes.
Because cases are followed over time, one can be assured
of the time line between events, i.e., that the antecedent
occurred before the outcome of interest.

The time frame of a prospective study may be a matter of
weeks, months, or years, depending on the goals of the study.
In such a study, the antecedent condition is assessed (e.g.,
birth defects, early attachment, sibling relations), and one is
assured that the outcome has not occurred (e.g., school com-
petence, anxiety disorder). That is, the temporal order of ante-
cedent and outcome is clear. Hence, a necessary condition for
demonstrating a causal relation is met within the design. Of
course, demonstrating that an antecedent condition preceded
an outcome, by itself, does not establish a causal relation but
provides a critical prerequisite. There are many variations of
the design, three are considered here.

7.3.1: Single-Group Cohort Design

A single-group, cohort design identifies subjects who
meet a particular criterion (e.g., children exposed to
domestic violence, individuals released from prison,
youth enrolled in preschool day care for at least 2 years)
and follows them over time.

The group is selected to examine the emergence of a later
outcome that might be of interest (e.g., physical or mental
health problems, alcohol use in adolescents, high levels of
achievement in adulthood).

The basic requirements of a single-group cohort include
assessment at least at two different points in time and a
substantial sample that, during that span of time, changes
status on the outcome of interest.

For example, all cases referred to a clinic may be iden-
tified and assessed. They are then followed prospectively
(e.g., over the next 3 years) to identify who shows a recov-
ery (minimal symptoms, functioning well in everyday life)
and who does not. Similarly, all children or a large sample
of children who were exposed to a local tragedy (e.g.,
school shooting in a community) might be followed (e.g.,



over the next 12 months) to identify who experiences
symptoms of posttraumatic stress disorder (PTSD).
Although the subjects in each example were identified and
selected as a single group, following cases over time has as
its goal identification of those who have different out-
comes, i.e., delineation of subgroups at the point of out-
come assessment.

Cohort studies begin with a group and evaluate the
group over time. Time frames can vary markedly from
months to decades, but most fall within a time frame of
1 or 2 years. Yet for many cohort studies, there is no “one
study” with a time frame but rather an ongoing series of
studies that draw on different time frames and different
facets of the sample that have been studied. Here is a well-
known example in clinical psychology that began in a dis-
tant past then but continues with extended outcomes that
are currently being examined.

Decades ago, a cohort design began to study the
impact of a hurricane on children (Hurricane Andrew in
Florida in 1992; La Greca, Silverman, Vernberg, & Prinstein,
1996). This hurricane was one of the worst natural disasters
in the United States, leaving 175,000 families homeless and
without adequate food or supplies and exceeding costs of
any other natural disaster at that time (over $15.5 billion).
The investigators examined the extent to which the hurri-
cane led to persistent symptoms of PTSD over the ensuing
months. These symptoms include:

* Re-experiencing the disaster (intrusive thoughts and
dreams)

¢ Difficulty sleeping and concentrating

¢ Detachment and avoidance of disaster-related activities

In current psychiatric classification, these symptoms
characterize PTSD and reflect impairment that results
directly from the experience of trauma or disaster (e.g.,
exposure to war, rape, or other extremely stressful event).

School children (3-5th grade, N = 442) exposed to the
hurricane were identified and assessed over time on three
occasions: 3, 7, and 10 months after the hurricane (La Greca
et al., 1996). Among the goals was to predict which children
showed PTSD symptoms at the final assessment and what
factors predicted this from the earlier assessments. The
results indicated that PTSD symptoms decreased for the
sample over time. At the final (10-month) assessment, 12%
of the children continued to show severe symptom levels.
The most salient predictors of who showed severe PTSD
symptoms were the extent to which the initial disaster was
perceived by the youths to be life-threatening and the sever-
ity of loss and disruption during and after the disaster (e.g.,
loss of property, disruption of housing, routines). Greater
threat and disruption were associated with more severe
PTSD symptoms. Less social support from family and
friends, the occurrence of other life events, and high efforts
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to cope with the trauma (e.g., blame and anger) also pre-
dicted persistence of symptoms. These results help under-
stand factors that are associated with persistence of
symptoms of trauma and also provide clues of what might
be addressed to intervene early (e.g., stabilize the disruption
as soon as possible and help restore normal routines) among
youths at greatest risk. Of course, we do not know that inter-
vening on the associated features will change the experience
of trauma, but the findings provide potential leads.

Although the study began in the 1990s, the data have
generated several studies and additional findings. For
example, more recent studies of the sample have looked
at children with comorbidity (presence of multiple symp-
toms) and their outcomes, evaluated different trajectories
or paths leading to different outcomes, predictors of
resilience or not having the untoward outcomes, and
among other foci (e.g., La Greca, Silverman, Lai, & Jaccard,
2010; Lai, La Greca, Auslander, & Short, 2012). For these
recent studies, the longest follow-up of the children was
21 months after hurricane. Yet, new questions that can
be asked of the data set and sample and variations of the
outcomes can be evaluated. Overall, the study of the
impact of the hurricane nicely illustrates a cohort design
and its key characteristics, namely, identifying a group,
following the group over time, delineating different out-
comes (e.g., remission vs. continuation of symptoms),
and identifying antecedent factors that are associated
with varied outcomes.

7.3.2: Birth-Cohort Design

A special variation worth delineating is referred to as
birth-cohort design.

As the name suggests, this is a study that begins with a group
that enters the study at birth. There usually is a specific time
frame (e.g., 6- or 12-month period) and geographical locale
(country, state or province, city, district, hospital). Children
born in the specific time period and geographical setting
are now the participants. They are then followed for an
extended period through childhood and adulthood span-
ning decades.

Birth-cohort studies often identify multiple domains
over the course of life and provide a rich data set for
evaluating functioning and precursors of both adaptive
and maladaptive functioning.

Sometimes the outcomes of interest are focused (e.g.,
diagnosis of schizophrenia) but often broad domains are
assessed both early in the design and throughout to assess
mental and physical health and functioning in multiple
domains (e.g., school, work, social relations, society).
Assessments are obtained regularly, but the intervals need
not be the fixed or the same (e.g., every 12 months) in a
given study.
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Some of the measures vary at different points as the partici-
pants enter into different facets of their life over the course of
development. School functioning (e.g., elementary school,
middle school), criminal behavior (convictions as a teen or
young adult), and unemployment and marital status (e.g., in
adulthood) convey some of the obvious domains that are
likely to be assessed at different developmental periods.

There have been several birth-cohort studies and often
their beginnings are in some distant past (e.g., Esser,
Schmidt, & Woerner, 1990; Farrington, 1991; Silva, 1990;
Werner & Smith, 1982). Yet, their yield usually continues in
the decades that follow with a new set of investigators who
take over evaluation of the data set.

For example, a birth-cohort study has been ongoing for
some time in New Zealand to understand the development
of psychopathology and adjustment (Silva, 1990). The study
began by sampling all children who could be identified
(N = 1,037) who were born in the city of Dunedin (pro-
nounced “done-EE-din” or if you just finished lunch, “done-
eatin”) (approximate population of 120,000) within a 1-year
period (1972-1973). From the ages of 3 to 15, youth were
assessed every 2 years, and then again at ages 18, 21, 26, and
in recent reports age 32 (e.g., Moffitt et al., 2010). At each
assessment period, participants came to the research setting
(within 2 months of their birthday) and completed a full day
of assessments (physical exam, mental health interview, and
so on) with measures, of course, changing with age of the
subjects. Many findings have emanated from this project.

As a recent example, the relation of self-control early
in life was evaluated as a predictor of outcomes decades
later (when the sample was age 32) (Moffitt et al., 2011).
Self-control is an umbrella term that encompasses the abil-
ity to delay gratification, control impulses, and regulate
emotional expression. In this study, self-control was
assessed at different periods (ages 3, 5, 7, 7, 11) and using
reports from observers, teachers, parents, and children.
Composite measures were made from these indices.
Hypotheses were tested related to the relation of self-control
to multiple other domains in teenage years and early adult-
hood and in relation to mediation of these relations.

The main findings, only lightly sampled here, were
that:

e Lower self-control measured early in life was reflected
in poorer physical and mental health
e Poorer financial status

¢ Higher rates of criminal activity in young adulthood
(age 32)

These outcome measures were composites based on
multiple indices:

1. Health included cardiovascular, respiratory, dental and
sexual health and inflammatory status and included lab-
oratory tests and results from a physical exam.

2. Mental health was assessed with clinical interviews to
evaluate depression and substance dependence (e.g.,
tobacco, alcohol, cannabis).

3. Financial status included a range of measures such as
indices of financial planning and holdings (e.g., owing
a home, having a retirement plan) but also struggling
as evident with credit problems.

4. Criminal activity included convictions for assorted
crimes.

5. Gradients (dose-response relations) were found so
that lower levels of self-control early in life were asso-
ciated with increasingly more deleterious outcomes.

Overall, the study shows that self-control early in life
predicted outcomes in multiple domains. Many important
questions come to mind for future studies. Perhaps the
most salient and raised by the authors is whether interven-
ing to change self-control would have impact on those out-
comes. Interestingly, over the course of the study, a small
portion of individuals changed in their self-control. They
moved in the direction from lower to higher self-control.
The reason for the change is not clear. These individuals
had better outcomes to whom they were similar before
(low self-control levels) but who did not change. This is
intriguing but we have to remain methodologically clear.
The study shows correlations, as the authors carefully note.
Low self-control was a risk factor for poor outcomes. Will it
be causally involved, and can it be changed to alter out-
comes? These are very important questions for basic
research (e.g., malleability of self-control, plasticity of the
brain in those regions that govern self-control, animal
models of impulsivity and limited inhibition and whether
that can be turned on and off in the brain) and of course
applied research (e.g., improving health and reducing
criminal behavior).

7.3.3: More Information on
Birth-Cohort Design

There are few special features to note about birth-cohort
studies. These are:

1. The strength of the study derives from comprehensive
assessments repeatedly over extended periods. Par-
ticipants are called back, and usually multiple assess-
ments are obtained using many assessment modalities
(e.g., reports from different informants, laboratory tasks,
laboratory tests to sample indices of health, community
records for measure criminal activity or employment).
The repeated assessments and the extensive assessments
place a potential strain and burden on the subjects. From
the standpoint of the investigation, a large percentage of
the sample must be retained; otherwise, selection-biases
and poor external validity might result. That means that



investigators and their team must keep in very close
contact with the families whether or not an assessment
is scheduled for that year.

The dataset is without peer in understanding how
development unfolds, in identifying the multiple paths
toward adaptive and maladaptive functioning. I have
covered the obvious by emphasizing assessment of
children through adulthood, but “Wait, there’s more!”
We have learned that one’s grandparents (e.g., diet,
age when they had their children) affect the health of
the grandchild. Birth-cohort studies occasionally eval-
uate three generations. These generations include:

The babies who become children and are followed

Their parents who complete assessments over the
course of the study

The offspring of the babies who are now all grown up.
That is, the original birth-cohort grows up, gets mar-
ried, and has children

So now the investigators can study the original babies
who are growing up, characteristic of their parents and
families, and then start much of this again with the
grandchildren (e.g., Hogberg, Lundholm, Cnattingius,
Oberg, & Iliadou, 2013). More generally, research in
physical and mental health and certainly other
domains (e.g., education, employment) has focused on
parent and child (intergenerational) connections. It is
clear that multigenerational influences exert their own
influences. Birth-cohort often can get at these in a
novel way because of the rich assessments over an
extended period (see Power, Kuh, & Morton, 2013).

Effort, cost, and obstacles (e.g., retaining investigators,
cases, and grant support) make birth-cohort studies
relatively rare. Obtaining grant support for 30 years or
even 5 years is not guaranteed, so there is the prob-
lem of keeping funding consistent as government
priorities and financial conditions change. Yet, at the
beginning of a study, usually there is significant back-
ground work and part of that is to have stable funding
agreed on in advance. Although such studies are rela-
tively rare, occasionally there are multiple birth-cohort
studies on a question. For example, understanding the
development of schizophrenia has been of enormous
concern, and 11 birth-cohort studies from 7 different
countries have been provided to elaborate the paths
leading to the disorder (Welham, Isohanni, Jones, &
McGrath, 2009).

"New” researchers usually are needed. The partici-
pants (infants) are likely to outlive the careers of the
investigators who started the project. Consequently, a
young new investigative team must be woven into the
project and take over the data collection, database,
publication of the studies, and so on. This means also
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that as a researcher you may have the opportunity to
work on a birth-cohort study that may have started
before you were born. In addition, databases for birth-
cohort studies occasionally are made available to one
who can do research directly from them.

From the standpoint of this chapter, it is important to
leave birth-cohort studies. Cohort studies do not necessar-
ily mean birth-cohort studies.

The defining advantage of the cohort study is being able to
identify the time line between antecedents and outcomes,
and 1 to a few years is the usual time frame for such stud-
ies within psychological research. Yet, if you see a study
that used a birth-cohort design, chances are that there are
scores of studies generated from that same database.

7.3.4: Multigroup Cohort Design

The multigroup cohort design is a prospective study in
which two (or more) groups are identified at the initial
assessment (Time 1) and followed over time to examine
outcomes of interest.

One group is identified because they have an experience,
condition, or characteristic of interest; the other group is
identified who does not. So far, this description is exactly
like a case-control design. A case-control design and two-
group cohort designs are distinguished in the following
way. A case-control design selects two groups—one of
which shows the outcome of interest (e.g., is depressed) and
the other group which does not (e.g., not depressed).

A two-cohort design begins by selecting two groups that
vary in exposure to some condition of interest or risk fac-
tor (e.g., soldiers returning from combat) or not (e.g., sol-
diers returning from the same locale but who did not
experience combat) and follows them to see what the out-
comes will be.

As noted before, the distinguishing feature of a cohort
design is that cases are followed prospectively to see what
happens, i.e., the outcomes that emerge.

A classic example from developmental psychopa-
thology is worth retrieving from the past because of its
continued relevance but also the exemplary methodolog-
ical thinking behind the design and assessments. This
two-cohort design was used to determine whether a head
injury in childhood increases the chances of later psychi-
atric disorder (Rutter, 1981; Rutter, Chadwick, & Shaffer,
1983). The hypothesis was that brain damage is one factor
that can lead to psychiatric disorders later. Youths who
received head injury (e.g., accident) were identified and
assessed over time for a 2-year period. The obvious con-
trol group would be a sample of youths without a head
injury, matched on various subject (sex, age, ethnicity)
and demographic variables (e.g., social class) that are
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known to influence patterns of psychiatric disorders.
However, a noninjury group may not provide the best
comparison or test of the hypothesis. The hypothesis
focused on head injury. Maybe the experience of any injury
would increase later psychiatric impairment. Perhaps
any injury (whether to the head or toes) that leads to
hospitalization for a child (or anyone) is traumatic and
that trauma and entry into a hospital alone could increase
later impairment. Even if a head injury group showed
greater subsequent psychiatric impairment, that would
not be a strong test of the hypothesis. There would be a
construct validity problem—injury or head injury? In this
study, the second group (making it a two- or multi-group
cohort design) consisted of youths who were hospitalized
for orthopedic injury (e.g., broken bones from accidents).
Thus, both groups experienced injury, but head injury
was the unique feature of the index group expected to
predict later psychiatric disorder. Both groups were fol-
lowed for 2 years after the injury and evaluated at
that time.

As predicted, the results indicated that youths with
head injury had a much higher rate of psychiatric disorder
at the follow-up 2 years later when compared with ortho-
pedic injury youths. The study might end here and is still
considered to support the original hypothesis. However,
more was accomplished to strengthen the inferences (con-
struct validity) that could be drawn:

1. One interpretation of the results is that children who
get head injuries are not a random sample of youths in
the population. Perhaps they already have more psy-
chological and psychiatric problems to begin with (i.e.,
before the head injury). In fact, emotional and behavio-
ral problems among children are correlated with more
risky and impulsive behavior, which could increase the
risk of head injury. Showing that a head injury group,
when compared with another group, has higher a rate
of psychiatric disorder would not establish the tempo-
ral order of head injury and later psychiatric disorder.
The goal of this study was not only to show that injury
was related to later psychiatric impairment but also to
establish that it preceded such impairment. Collection
of retrospective data during the study helped address
this. Immediately after the injury, families of both
head and orthopedic injury group children completed
assessments that evaluated pre-injury emotional and
behavioral problems of the children in both groups.
Pre-injury problems did not differ between groups
nor predict later child psychiatric impairment. Thus,
it is unlikely that preexisting psychological problems
could explain the relation of head injury and later psy-
chiatric disorder.

2. If brain damage were the key factor, one hypothesis
would be that severity of the injury and subsequent

incidence of psychiatric disorder would be related.
As mentioned previously, observational studies often
look for a dose-response relation within the index or
case group to see if there is a gradient in the associa-
tion between the amount of one variable and the rate
of the outcome. The presence of a dose-response rela-
tion is one more bit of evidence suggesting that the
construct of interest is the key in explaining the out-
come. In this study, severity of brain injury was con-
sidered to provide a further test of the hypothesis. As
a measure of severity of brain injury, the authors used
the number of days of postinjury amnesia (not
remembering the incident). Youths with more days
of amnesia (=8 days), compared with those of few
days of amnesia (<7 days), showed much higher rates
of later psychiatric impairment. This further suggests
that the construct, head injury, is likely to explain
the relation.

7.3.5: More Information on
Multigroup Cohort Design

Overall, noteworthy features of this study are the use of a
comparison group that helped evaluate the specific role of
head injury, the use of assessment (albeit retrospective) to
address one threat to construct validity (that group differ-
ences were due to preinjury emotional and behavioral
problems), and data analyses (dose-response relation) to
suggest further that head injury was the likely variable
accounting for the follow-up results.

Does this study establish that head injury is a cause of
psychiatric disorder?

What do you think?

The study did establish that head injury preceded psychiatric
disorder and hence one condition of a causal relation was
established, namely, a time line where the proposed event
(cause) comes before the outcome. Further analyses also
establish that head injury (rather than just injury) was the likely
influence. At the same time, we cannot be absolutely certain
that there is a causal relation. It could be that some other
construct not assessed in this study is the factor and head
injury is not main variable.

For example, children vary in the extent to which
they are clumsy early in life, as defined by motor move-
ment and coordination. Clumsiness in early childhood is
a predictor of later psychiatric impairment as known
from several studies (Fryers & Brugha, 2013). It is possi-
ble and plausible that the head injury group varied
(from the orthopedic group) on clumsiness. Perhaps,
head injury was merely a correlate of this clumsiness
and clumsiness is the key factor. No doubt we could
generate other explanations, all a matter of surmise and



further research. The study cannot rule out all other
causes. Yet, the careful selection of controls, assessment,
and data analyses act in concert to reduce the plausibil-
ity that other factors than head injury were responsible
for the findings. The original study went very far to
establish that head injury plays a role. Additional
research might unravel whether the effect is a direct
influence (i.e., injury harms brain functioning that dis-
rupts social, emotional, and behavioral processes) and/
or indirect influence (i.e., head injury leads to other pro-
cesses, perhaps in the family, leading to disorder). The
study stands as an excellent example of a multi-cohort
design as well as a model of methodological thinking.
That thinking is based on the investigators considering
what they wanted to talk about (head injury), what
might be rival explanations, and what could they do to
make some of those rival explanations less plausible
than what they wanted to talk about.

7.3.6: Accelerated, Multi-Cohort
Longitudinal Design

An accelerated, multi-cohort longitudinal design is a pro-
spective, longitudinal study in which multiple groups
(two or more cohorts) are studied in a special way.

The key feature of the design is the inclusion of cohorts
who vary in age when they enter the study.
The design is referred to as accelerated because the period

of interest (e.g., development of children and adolescents
over the course of 10 years) is studied in a way that
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requires less time (e.g., less than 10 years) than if a single
group were followed over time.

This is accomplished by including several groups,
each of which covers only a portion of the total time frame
of interest. The groups overlap in ways that permit the
investigator to discuss the entire development period.

Consider an example to convey how this is accom-
plished. Suppose one were interested in studying how
patterns of cognitions, emotions, and behavior emerge
over the course of childhood, say from ages 5 to 14, a
period that might be of keen interest in light of school
entry, school transitions, and entry into adolescence.
Each of those periods has its own challenges from early
socialization to risky behaviors in adolescence. An obvi-
ous study would be to identify one group (a cohort) and
to follow them from first assessment (age 5) until the
final assessment when they become 14. That would be
a single-group cohort design, as discussed previously.
Another way would be to study the question with an
accelerated, multi-cohort longitudinal design. The study
could begin with three groups that vary in age. For this
example, let us say that the three groups we identify
are ages 5, 8, and 11 years old. Each group is assessed at
the point of entry (when we start) and then followed
and assessed for the next 3 years. Assume that assess-
ments are conducted annually during the month of each
child’s birthday.

Figure 7.1 diagrams the study with three groups to
show that each group is assessed for a period of 4 years
beginning at the point of entering the study.

Figure 7.1: Accelerated Multi-Cohort Longitudinal Design

An accelerated, multi-cohort longitudinal design in which separate groups
are selected and assessed. Their ages span the entire period time frame

of interest (ages 5-14) but no one group is followed for the entire duration.
Time 1 (first assessment) is when the youths are 5, 8, and 11 years of age,

respectively.
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There is a cross-sectional component of this design that
consists of comparing all youths at the time they first
enter the study and are at different ages.

Also, we are interested in comparing the 5-year-old
group when they become 8 years old with the data from
the 8-year-olds when they entered the study to see if the
two groups are similar on the measures. That is, there are
two 8-year-old groups at some point in the design and one
can see if the data are similar from different cohorts when
they are the same age.

The longitudinal component of the design examines
development over the period of 5-14 years of age. By see-
ing how each cohort develops and the relations over time
within a group, one hopes to be able to chart develop-
ment across the entire period from ages 5 through 14,
even though no one group was studied for the entire
duration.

The example conveys only one way of selecting
groups. The number of groups, the assessment intervals,
and the overlap among the groups over the course of
development can all vary.

7.3.7: More Information on
Accelerated, Multi-Cohort
Longitudinal Design

There are two salient issues that an accelerated longitudi-
nal design is intended to address. First, the design can
identify if the characteristics of a particular cohort are due
to historical influences or special features of the period
in history in which the cohort is assessed. Consider this
potential artifact. In a single-group cohort design, a group
is followed over an extended period. It is quite possible
that the information generated by the group is special in
light of the period in time in which the study was com-
pleted. For example, if one is interested in studying the
relation of factors that occur during the course of adoles-
cence to outcomes in young adulthood, obviously a longi-
tudinal design can begin by identifying adolescents and
assessing them repeatedly at various intervals until they
become adults.

The data may reveal patterns among the measures
(e.g., correlations among key characteristics), changes
over time, and factors that predict particular outcomes
that are unique. There is a possibility that the results might
be attributable in part to the period in which the individu-
als have been studied; that is, this cohort may show spe-
cial results because of being youths who grew up during
a period with or without the availability of some fac-
tors that might influence the variables that are studied.
Influences that could affect a given cohort and many out-
put of interest (e.g., violence, marital happiness of that
cohort) are:

¢ Changes in the availability of smart phones

¢ Easier to use methods of birth control

* The availability of two parents in the home (low rate of
divorce)

¢ Unemployment rates in the country (which affect indi-
vidual families)

Two examples of cohort effects are the prevalence of
tattoos and use of marijuana (medicinal of course). The
prevalence of both of these was relatively low a few dec-
ades ago but is much more common now and mainstream
in many circles.

Characterizing individuals at one point in time (e.g.,
those long decades ago) would readily be expected to yield
differences from those who had tattoos and who consumed
marijuana.

The term “cohort effect” refers to characteristics that
are associated with different groups and different
periods of time. People in everyday life understand
cohort effects. Grandparents and parents (and eventu-
ally you, the reader) invariably begin sentences with
phrases like, “When I was a child . . . .” or “When I was
in college .. ..”

This sentence gets filled in with some practice (e.g.,
taking a stage coach to school, showing obsequious respect
for an elder person, not thinking of undressing in front of
romantic partner until 5 years into marriage). Any sentence
beginning that way means the person is referring to a
cohort effect, i.e., things were different then.

More generally, culture and its practices and values
are always changing (e.g., unemployment and crime
rates, wars, values), and these historical events can influ-
ence the pattern more than any particular cohort shows.
Thus, in a single-group cohort design, it is possible that
the group shows a pattern that is influenced in critical
ways by events occurring during this period (i.e., his-
tory as a threat to external validity). The results (rela-
tions among variables, developmental paths) may differ
if another cohort were studied at a different period or
point in time.

An accelerated, multi-cohort design allows one to better
separate any historical period effects from developmental
change. Each cohort within the study has a slightly differ-
ent history and one can make comparisons to address
whether there are period influences.

In the example (Figure 7.1), the investigator can
compare the data of the 5-year-olds when they turn
8 years of age with the data of 8-year-olds. These groups
ought to provide similar information, namely, how
8-year-olds are on the measures of interest. Major differ-
ences at this point raise the prospect of some other broad
historical influence that is at work. In any case, one
advantage of an accelerated longitudinal design is the



ability to evaluate whether the findings for the cohort
are restricted to possible historical influences that are
unique to that group.

Second and more obvious, the accelerated longitudi-
nal design addresses the most difficult part of longitudi-
nal designs, namely, they take an extended period to
complete. The period can be reduced by using multiple
cohorts to represent different and overlapping periods
of that time frame. In the example in Figure 7.1, the goal
was to study development covering a period of 10 years.
Using an accelerated design, each of the three groups in
the example was assessed over a 4-year period, although
the 10 years of interest was examined. In making the
study shorter, some of the problems of longitudinal
research (attrition, expense of following and finding
cases) are likely to be reduced.

7.3.8: Considerations in Using
Cohort Designs

Cohort designs have their strengths and weaknesses, and
these are highlighted in Table 7.3.
As to the strengths:

1. The time line between proposed antecedents (risk fac-
tors, causes) and the outcome of interest can be firmly
established. This is not a minor point and serves as
the primary basis for distinguishing the variations of
observational designs (case-control vs. cohort designs)
we have discussed.

2. Careful assessments can be made of the independent
variables (antecedents, predictors) of interest. Because
the outcome of interest has not yet occurred, one can
be assured that the outcome did not bias the measures.
Measurements at Time 1 (and other occasions) will not
be influenced by the outcome, which will not be deter-
mined until much later at Time 2.

3. Because the designs are prospective and assessments
are made on multiple occasions, the investigator can
plan and administer measures that will thoroughly
assess the predictors (e.g., multiple measures, multi-
ple methods of assessment) at the different points in
time. A given influence may be assessed on more than
one occasion and the accumulation of different influ-
ences over time can be examined as predictors of an
outcome.

4. Cohort designs are good for testing theories about
risk, protective, and causal factors. My comments
have focused on merely describing relations and
that is critical. But one can test theory, make predic-
tions, and offer explanations of what is and is not
involved in a particular outcome and how multiple
variables may combine. These can be tested in cohort
designs.
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Table 7.3: Major Strengths and Weaknesses of

Cohort Designs

Can firmly establish the time line
(antecedent becomes before
some outcome of interest)

Measurement of the antecedents
could not be biased by the outcome
(e.g., being depressed now could
not influence past recall of events
early in life—those events were
assessed before being depressed)

Multiple methods and assess-
ments at different points in time
can be used to assess the predic-
tors to chart the course or pro-
gression from the antecedent

to the outcome

All of the permutations can be
studied in relation to the anteced-
ent (occurred or did not occur at
Time 1) and outcome (subjects
did show or did not show the
outcome at Time 2)

Good for generating and testing
theory about risk, protective, and
causal factors and mediators and
moderators

Prospective studies can take con-
siderable time to complete, and
answers to critical questions (e.g.,
effect of asbestos and smoking on
health, effect of physical or emo-
tional abuse on youths) may have
delayed answers

Studies conducted over time can
be costly in terms of personnel and
resources. Retaining cases in a
longitudinal study often requires
full-time efforts of researchers in
the study

Attrition or loss of subjects over
time can bias the sample

Cohort effects may serve as a
moderator, i.e., it is possible that
the findings are due to the sample
assessed at a particular point

in time

The outcome of interest (who
becomes depressed, engages in
later criminal behavior, and com-
mits suicide) may have a relatively

low base rate. Statistical power and
sample sizes become issues to
evaluate the outcome

7.4: Prediction, Classification,
and Selection

7.4 Analyze how prediction, classification, and
selection are ways of referring to some outcome

Another strength of cohort designs, and observational
designs more generally, pertains to the interest in varied
outcomes for different groups as well as prediction, classi-
fication, and selection of cases.

7.4.1: Identitying Varying Outcomes:
Risk and Protective Factors

Different emphases of this strength in diverse outcomes
can be delineated. First, consider a prospective longitudi-
nal two-group design. We select two groups to begin a
study. One group has had an experience of interest to us
and another group has had no exposure. Among the many
strengths of a prospective, longitudinal study is the ability
to examine the full set of possibilities among those who do
and do not experience antecedent condition and those who
do and do not show the outcome.
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For example, consider the hypothesis that watching
videos high in aggressive behavior in early childhood is
associated with later aggressive behavior in adolescence.
Assume for a moment that we will conduct this study
with a two-group cohort design and we have selected
500 children in a community aged 6-8 years. We follow
these children for 10 years and evaluate their aggressive
behavior (fighting at school). For simplicity sake, let us
classify exposure to video aggression and later aggres-
sive behavior in a dichotomous fashion, even though we
know that each of these is a matter of degree (dimen-
sional). So let us say, at Time 1 (childhood) we can iden-
tify children who are exposed to high levels of videos
with aggressive behavior (e.g., killing, decapitating, and
destroying others) or not exposed to aggressive videos
at all (two groups). This makes the study a two-group,
cohort design. At Time 2 (adolescence), let us identify
the outcome as high in aggression at school or not
(two outcomes).

We can divide the cohort into two subgroups based on
these combinations. The subgroups (Cells A, B, C, and D)
are diagramed in Figure 7.2 and described here:

* Those who experienced the antecedent in childhood
(exposed to high levels of TV aggression) and the outcome
(they are high in aggression in adolescence).

* Those who experienced the antecedent (exposed to high
levels of TV exposure), but did not show the outcome.

¢ Those who did not experience the antecedent, but did show the
outcome.

* Those who did not experience the antecedent and did not
show the outcome.

Based on this initial assessment, youths are classified
as exposed to aggressive television or not exposed to
aggressive television. They are then followed prospec-
tively. Typically in such research, assessment continues on
multiple occasions (e.g., every year or few years), but in

this example we are considering only time 2 assessment
at some later point in adolescence. In adolescence we
assess all cases and classify them at that point on whether
they are exhibiting aggressive behavior. The four groups
resulting from the design are delineated in the cells.

The four cells in Figure 7.2 convey one of the strengths
of a prospective design. The design allows one to evalu-
ate whether exposure to video aggression in fact has
higher rates of later aggression but has many other inter-
esting possibilities. For example, in Cells A and B, we
have all of the children exposed to aggressive videos.
Some of these children became aggressive later (Cell A)
but others did not (Cell B). Comparing these individuals
on a host of antecedent conditions may suggest why indi-
viduals who are exposed do not develop aggression later.
The comparison conveys the correlates of these different
outcomes (e.g., individuals who did not show aggression
as expected were more x or y when they were younger).
This can be very useful in generating hypotheses about
why individuals did not become aggressive in adoles-
cence. Also, we can look at those children who were not
exposed to aggressive videos at all. Some of these chil-
dren became aggressive anyway (Cell C) but others did
not (Cell D). What factors are involved in developing
aggression in adolescence among youth who have not
been exposed to video aggression? Measures obtained
before the outcome that are available in the study may
shed light on these questions. I have not elaborated all of
the comparisons of interest. Yet, the larger point can be
made, namely, that an advantage of a prospective study is
evaluation of the rates of the onset of some outcome in
the cohort of interest and exploration of factors that
increase or decrease the likelihood of the outcome, based
on comparisons of subgroups who vary on the presence
(or degree) of the antecedent condition and the presence
(or degree) of the outcome.

The questions embedded in the four cells I have illus-
trated are often intriguing and suggest further lines of
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research. For example, how old was your mom’s father
(i.e., your grandfather on your mom’s side) when your
mom was born? Grandfathers who become parents to
daughters when they are 50 years of age or older have
grandchildren who are much greater risk for autism than
grandfathers who became parents when they were in their
20s (Frans et al., 2013). But let us look at our four cells
again. We have two levels of grandfathers (have their chil-
dren when under vs. over 50) and two outcomes (later
grandchildren who were diagnosed with autism spectrum
disorder [ASD] and those who were not). Among the many
questions, for grandfathers who were over 50 when their
daughters were born, some did (Cell A) and some did not
(Cell B) have grandchildren with ASD. It would take a
while and many studies to work that out, but in the process
we could elaborate additional influences that increase or
decrease the likelihood of the outcome. Not included in the
design of the study or my comments is more information
about the findings. We do not merely identify associations
(e.g., whether grandfather age does or does not increase
risk) but the magnitude of the relation. In the autism exam-
ple, grandfathers when over 50 when their daughters were
born had a 1.67 greater chance of having a grandchild with
autism compared with the grandfathers who had their
children when younger. That is over 1% times greater risk
but still does not tell us how many out of 100 grandchil-
dren we would expect to show later ASD.

In psychology, considerable research has been done
using longitudinal designs with the four Cells illustrated in
Figure 7.1. For example, consider comparing two groups
(Cells A and B again). Individuals in both cells had the
experience but those in Cell B did not show the problem.
What made that happen? Is there some other variable they
have that might explain why they did not get the problem?
That other variable is referred to as a protective factor, a con-
cept discussed previously. For example, youth who are at
high risk for delinquency but who do not become delin-
quents often have a significant adult (e.g., coach) in their
lives to whom they relate well and that serves as a protec-
tive factor. It would be a complete methodological nonse-
quitur to think that giving at-risk delinquents someone to
relate to would decrease their delinquency.

A protective factor is a correlate and could be a proxy
(stand for) for some other variable. For example, perhaps
children who have a positive relation with an adult may
be less obnoxious in general and could form such rela-
tionships—the protective feature is not in the other adult
relation but in the child’s attributes. Such explanations
can be addressed in future research.

Even so, it is useful to identify protective factors. Some of
those may be malleable through psychological intervention
and some of those might in fact bear a causal relation and
protect individuals. These are critical questions in clinical
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psychology and are addressed in observational designs,
especially cohort designs.

7.4.2: Sensitivity and Specificity:
Classification, Selection, and
Diagnosis

We have discussed cohort designs in which there is inter-
est in evaluating the onset or occurrence of a particular
outcome. More broadly, research is interested in classifi-
cation, selection, and diagnosis—all ways of referring to
some outcome in which we are interested. Prediction and
selection of outcomes are fundamental to clinical psychol-
ogy but to so many other disciplines as well (e.g., public
health, medicine, criminology, homeland security, busi-
ness, and advertising). We use research to identify varia-
bles that predict an outcome and all sorts of variables
(e.g., genetics, early experience, diet, and so on). Among
the goals is to identify or classify those individuals who
show a particular outcome or engage in some behavior at
a later time. This was covered in the prior discussion of
risk and protective factors, but this discussion has a
slightly different thrust.

As researchers but also as citizens, we are deeply inter-
ested in classification. For example, at airports, security
agents are interested in identifying terrorists—that is a
classification challenge—look at everyone and pluck (clas-
sify) those who are likely to terrorize. In national govern-
ments, federal tax agencies are interested in identifying
who is most likely to cheat on one’s tax reports and those
individuals are more likely to be scrutinized (auditing of
people’s tax reports). The variables used to make the clas-
sification for terrorists or tax evaders and the precise pre-
dictive weight each variable is given are secrets, but we can
guess likely candidates. But beyond the secretive ques-
tions, there are many more instances in which we want to
use observational data (e.g., screening, assessment) to clas-
sify individuals into groups. For example:

¢ Clinical psychologists are interested in identifying
who will suffer psychological dysfunction but also
who will not after an untoward early environment
(e.g., exposure to violence);

¢ School administrators and staff want to identify stu-
dents who are likely to engage in school shootings;

¢ Physicians and the rest of us want to identify who is at
high risk for a particular type of cancer;

¢ The military is interested in who is likely to suffer
PTSD or be a fabulous submarine commander;

¢ Coaches of professional football teams are keen to
identify who will be the athlete (out of college) who
is likely to be a great performer, especially under
pressure; and
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¢ Many are interested in identifying their soulmates and
partners for life and separating them from creeps. (My
“soul-mate matching service” is free to methodologists
at www.kazdin-disharmony.com.)

All of those examples are classification examples. A
goal of research is to identify the variables that help in
selection and classification and to use that information
to increase accuracy so that action can be taken as
needed (e.g., for further diagnostic screening, for pre-
vention). Key concepts are important to know for
research purposes but also for one’s personal life that
relate to accuracy of classification. The concepts arise
from epidemiology and public health where the obser-
vational designs especially flourish. Yet the designs and
these particular concepts play an increasing role in psy-
chological research.

The first term is sensitivity and refers to the rate or probability
of identifying individuals who are predicted to show a particu-
lar characteristic (e.g., based on some screening measure or a set
of variables) and in fact do show that outcome. An easy and
accurate way to refer to this as rate or percentage of iden-
tifying true positives.

That is, these are people who were identified (e.g.,
early in life) to show an outcome (e.g., disease) based on
some assessment and in fact they actually do.

The second term is specificity and refers to rate or probability of
identifying individuals who are not likely to show an outcome
and in fact do not. This refers to the rate or percentage of
identifying true negatives.

For these individuals we said (based on our diagnosis
and screening) that they would not show the problem later
and we were right!

Sensitivity and specificity are probability statements
that pertain to accuracies and inaccuracies in classification
or identifying cases.

The information for sensitivity and specificity often
comes from the observational designs we have been dis-
cussing in this chapter. Clinical psychological research is
interested in classification and case identification so the
concepts are important.

I mentioned the concepts are important in everyday
life as well. When a doctor says we or one of our loved
ones is at risk for something horrible, she means that for a
group of individuals with these characteristics (e.g., fam-
ily history, something in our DNA or genetic code, type of
skin) is likely to show or is at risk for some outcome. We
would like to know how much risk because that can vary
quantitatively from trivial to huge. Related, we would
like to know more about sensitivity and specificity. That
is, the predictions are probabilities and there will be mis-
classifications, including of course false positives (I said

you would contract the problem but you did not) and
false negatives (I said you would not get the problem, but
you did—sorry).

Some of the misclassification is due to errors of
measurement. For example, for a psychology study, one
might identify individuals who are depressed and use
one or more measures and select a cutoff to operational-
ize depression. Some people with that score are not
depressed and would not have that score on another day
and some would have met that score on another day but
did not. In psychological experiments, we are often
interested in classification to carry out the observational
designs I have reviewed already. Measures are rarely
perfect or perfectly accurate and that can lead to mis-
classifications. (Later in this chapter, I mention the unre-
solved challenges in sports of classifying humans as
male or female to decide who can participate in men’s or
women’s track.) Yet misclassification also occurs simply
because we do not know all the variables involved and
their relative weight or contribution to making a predic-
tion. Thus, we are simply in the dark. For example, not
everyone who smokes heavily gets lung cancer but it is
wise to tell a person he or she is at super risk but there
will be some false positives—even though the measure
(number of packs per days, number of years of smoking)
is solid. And there are some false negatives—based on
your history of never smoking, we said you were not
likely to contract lung cancer but you did.

7.4.3: Further Considerations
Regarding Sensitivity and
Specificity

Sensitivity and specificity are about probabilities of accu-
rately identifying individuals. Armed with these concepts,
we can complete the full set of options and these are pro-
vided in Figure 7.3. It is useful to understand sensitivity
and specificity. These concepts generate useful research
studies as one can try to improve classification. A key issue
is to understand that there can be huge trade-off in the cells
noted in the Figure 7.3.

For example, if one wants to identify all the people
who are terrorists at an airport, that is easy. Call everyone a
terrorist. Do not even screen them—no need. If they show
up at the airport, they go into Cell A (Figure 7.3). That will
pick up those few terrorists and not miss any! Yet, the
problem is clear, namely, that the false positive rate would
be huge. Wait, we can get rid of false positives by classify-
ing differently—we can say no one is a terrorist and, whew,
we took care of that problem. Whoops—we missed identi-
fying any of the terrorists. As we understand more about a
phenomenon, we want to be able to increase accuracy of
classification across the cells and to keep both sensitivity
and specificity high. The trade-offs are not equal as we
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Figure 7.3: Diagnosis or Classification of Individuals: Sensitivity and

Specificity (Cell D)

Individuals who showed
the outcome (e.g, disorder)

Individuals who did NOT
show the outcome

Screening predicts S

will show the outcome

True Positives (TP)

B

False Positives (FP)
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will NOT show the
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False Negatives (FN)

D

True Negatives (TN)

Where

Sensitivity = TP/(TP + FN) or by using Cell identification = A/(A + C)
Specificity = TN/(TN + FP) or = D/(D + B)

NOTE: Although the formulas for computing the Cell values are noted here, the most important
point to grasp is understanding of what sensitivity and specificity are and to be aware and
wary of when one learns about some factor increasing risk for an outcome or accuracy of
classification. In these cases, the data and formulas for computing are important.

understand more of the variables involved. That is, we can
increase accuracy in classification while holding inaccu-
racy to a small percentage. To do this requires knowing
more (about the variables involved) and being able to
assess them reliably. These two tasks are major lines of
research in mental and physical health (e.g., psychiatric
diagnosis, responsiveness to treatment). (Figure 7.3 also
provides additional terms used in evaluating sensitivity
and specificity and computing the probabilities of interest.
These are included for reference but are not elaborated
further here.)

Observational research in clinical psychology relies
on classification for selection of subjects for the designs
we have discussed. Our research is mostly case-control
designs in which classification is a beginning point to
carry out the study. Typically, research does not focus on
selection or diagnosis in the way that sensitivity and
specificity analyses routinely do in public health and
medicine. Yet psychological research is greatly interested
in prediction and classification but usually goes about it
slightly differently. For example, more common in psy-
chology are regression analyses to identify variables and
their weights (e.g., beta) in predicting an outcome or in
delineating groups. Specificity and sensitivity analyses
are another way to do this and provide valuable infor-
mation about error rates in prediction. Yet, it is very
important to be aware of sensitivity and specificity.
The various permutations of classification (four Cells in
Figure 7.2) are excellent sources of ideas for research;
they are also important in everyday life as one makes
decisions (e.g., about diet, surgery, mate selection
through some matching service).

7.4.4: General Comments

I have mentioned the many benefits of prospective cohort
designs ending that discussion with comments on classifi-
cation. There are weaknesses of prospective longitudinal
designs as well (see Table 7.3).

1. The design can take a considerable time to complete.
Depending on the time frame (e.g., 5 or more years),
the designs may not be well suited for addressing
questions for which immediate or indeed urgent an-
swers are needed (e.g., questions related to health, so-
cial policy, and welfare).

2. Longitudinal studies can be quite costly. The usual costs
of personnel (research staff) are evident in any project,
but longitudinal work may require additional costs of
special personnel to remain in close contact with the sub-
jects to retain them in the study and multiple payments
to subjects and all participants (e.g., parents, teachers,
children) who provide data or allow the project to go on.

3. If the study is conducted over an extended period (e.g.,
2 or more years but perhaps up to 30 or 40 years), many
cases can be lost over time (attrition). The potential for
selection biases in the remaining sample and obstacles in
estimating rates of the outcome are two of the problems
that can emerge. The threat and likelihood of attrition are
why very special attention is provided to the subjects, and
project staff often are needed who are committed just to
the retention of subjects. The special attention may include
routine phone calls and letters, birthday and holiday cards,
newsletters, and reminders about the project throughout
the year just to keep the subjects interested or involved.
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4. It is possible there will be cohort effects. That is some-
thing special about when the study began and was
completed that may have made the results specific to
the group (cohort) that was studied. This is not usually
a major detriment in initiating a study but is something
to be aware of when discussing the findings. This is a
background external validity issue, namely, is there a
good reason to believe the results will not generalize to
another cohort?

5. The outcome of interest that one wishes to examine
(e.g., onset of schizophrenia, criminal behavior) may
have a low base rate in the population. Thus, if one is
looking for the onset of criminal behavior, perhaps
only 10% would be expected to show this in the
cohort selected.

A sample of 100 cases (e.g., adolescents who seem at
risk for criminal behavior) would not be sufficient for the
data analyses because of the weak statistical power in
detecting 10 cases in the at-risk group. If the 100 cases
were divided into at-risk and not at-risk groups, there
might be no difference in the outcome (criminal vs. no
criminal) because of weak statistical power. A larger sam-
ple size is needed or cases need to be selected that are
likely to have a higher base rate of the outcome of interest.
This is why many studies in epidemiology and public
health have large sample sizes and are population based
(e.g., drawing large numbers from representative seg-
ments of the population). Representative samples are
needed to get true incidence and prevalence in the popula-
tions, but the sheer number may be needed to detect phe-
nomena whose outcomes are proportionately small (e.g.,
under 10% in the population).

7.5: Critical Issues in
Designing and Interpreting
Observational Studies

7.5 Identify the specific issues that the researcher
needs to be aware of at the research design stage

I have not exhausted all of the variations of case-control and
cohort designs (see Hulley, Cummings, Browner, Grady, &
Newman, 2007). The variations that I have discussed are
those most frequently used within psychology. More impor-
tantly, the designs convey the scope of questions that can
be addressed. The challenge of the designs is isolating the
construct of interest and the direction of influence among
predictors and outcomes.

There are special issues that case-control and cohort
studies raise to which the investigator ought to be particu-
larly sensitive at the design stage. The issues pertain primarily

to the construct validity of the findings, i.e., the extent to
which the results can be attributed to the construct that the
investigator wishes to study. Table 7.4 outlines several
interrelated issues pertaining to construct validity.

Table 7.4: Critical Issues in Designing and Evaluating
Case-Control and Cohort Studies

¢ What is the construct of interest?

* \What are the operational criteria to separate or
delineate groups (e.g., the specific measures
or selection criteria)?

* To what extent is the assessment procedure
(e.g., criteria, measure) known to reliably
separate or select persons with and without
the characteristic?

1. Specifying the
Construct

2. Selecting Groups * From what population, setting, or context

(e.g., community, clinic) will the index sample
be drawn?

If one group is to be compared with another that
is selected at the outset of the study, what is this
particular control or comparison group the one
most suitable for the study? For what influences
or constructs is it intended to control?

Are the groups with and without the character-
istic of interest similar on subject and demo-
graphic variables (e.g., age, sex, race,
socioeconomic status)?

Does the comparison group (without the
characteristic) share all the characteristics but
the one of interest? If not, how are these other
characteristics to be evaluated, partialled out,
or addressed in the design (e.g., additional
control groupls] or data analyses)?

Could the construct as described (e.g., depres-
sion) be interpreted to reflect a broader construct
(e.g., having a disturbance, being a patient)?

L]

L]

3. Direction and ® Do the results permit conclusions about the
Type Influences time line, i.e., that one characteristic of the

sample (e.g., exposure to an event, some

experience) antedates the other?

Do the results permit conclusions about the role

that one or more variables play in the outcome

(i.e., risk factor, causal factor, mediator)?

7.6: Specifying the

Construct

7.6 Express the importance of proper specification of
the construct due to its impact on the findings

The first issue for the investigator is to specify the construct
to study. As basic as this sounds, this can have tremendous
implications for interpretation of the findings.

7.6.1: Level of Specificity of
the Construct

Constructs that serve as the impetus for observational
studies can vary in their level of specificity. Broad and
global variables such as age, sex, social class, and ethnicity
are less preferred as the basis of an investigation than more



specific variables with which these may be associated (e.g.,
patterns of interacting with friends, child-rearing practices,
social support patterns). The more specific construct helps
move from description of a relation (e.g., that males and
females differ) toward explanation (e.g., those processes
that may explain the differences).

To illustrate the point, consider for a moment that we are
interested in studying the impact of SES on health. SES is a
broad variable that encompasses (is related to) a plethora of
other variables. SES has been studied extensively, and from
this research we have learned that low SES (as measured by
income, educational, and occupational status) predicts a very
large number of untoward mental and physical health out-
comes (e.g., higher rates of physical and mental illness, earlier
death) (Adler, Bush, & Pantell, 2012; Aneshensel, Phelan, &
Bierman, 2013; New York Academy of Sciences, 2010). This
research has been extremely important.

A limitation of our knowledge is that we have not
elaborated fully the reasons why these effects occur. The
construct is very broad and encompasses so many other
variables that we now need more specific studies to iden-
tify possible bases for the findings. Progress has been made
in understanding some of the factors. For example, we
know that schooling (amount of education) and income are
two related mediating factors and that improving educa-
tion and reducing poverty can improve health outcomes
(e.g., Kawachi, Adler, & Dow, 2010). We also know that
most of us as citizens have low mental health literacy, i.e.,
knowledge about what mental illness is, what can be done,
and how to access services (Jorm, 2012). Yet, limited mental
health literacy and actually access to care are associated
with socioeconomic disadvantage. There is much more to
the relation between low SES and poor health outcomes,
but we have begun to identify some factors and places to
intervene that actually can improve health, use of services,
and clinical outcomes.

As a general guideline, broad constructs, such as SES,
sex, and minority group status, often serve as a useful
point of departure at the beginning of research. However,
understanding is likely to be greatly enhanced by moving
toward more specific constructs that might explain the pro-
cesses through which the outcome might occur.

On a continuum of description to explanation, research
that can move toward the explanation side is usually
more informative. In brief, specify the construct of inter-
est and when possible hypothesize and test why the dif-
ferences would occur.

7.6.2: Operationalizing
the Construct

In a study where two or more groups are compared (e.g.,
depressed vs. not depressed), operationalizing the criteria
to delineate groups raises important issues. What will be
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the specific criteria to delineate cases from controls? There
are many separate issues. In the earlier discussion of single-
and multiple-operationism, I noted that different measures
may yield different groups. Thus, a self-report measure or
clinical rating scale may be used to define individuals as
cases in a case-control study. Among the questions, to what
extent are the procedures, methods, and measures used
to delineate groups valid and in keeping with prior find-
ings? If possible within the design, it is desirable to have
more than one operational definition that can be used to
delineate groups.

In some areas of research, there have been single meth-
ods or measures that have been used to classify individu-
als. As examples, there are standard, single, and frequently
used measures to assess depression (e.g., Beck Depression
Inventory), marital satisfaction (e.g., Dyadic Adjustment
Scale), adult psychopathology (e.g., Hopkins Symptom
Checklist), child abuse (e.g., Child Abuse Potential Inven-
tory), conflict and violence between marital partners (e.g.,
Conlflict Tactics Scale), and many others. In these cases, a
research tradition and literature have emerged in which
one measure has become standard as a way of defining
who is a case and who is a control (although these meas-
ures are often revised over time). On the one hand, the fact
that one measure has been used in an area so extensively
allows the findings to accumulate in a way that permits
comparison and accretion of studies. On the other hand,
one measure bears some risk, even when the measure is
well investigated. The use of a single method of assessing
the characteristic or problem (e.g., self-report, special for-
mat of the measure) may restrict generality of the conclu-
sions across other modalities. For example, self-report of
prejudice, alcohol consumption, or marital satisfaction
may yield different results from other report or direct
observation in the lab.

Regardless of what measure or operational criterion is
invoked to classify subjects as cases or controls, we want to
be sure that the measure is consistent and accurate in how
individuals are classified. If the measure or criterion used
to delineate the groups is unreliable, it could be that some
of the individuals counted as “depressed” really ended up
in the control group and some of the individuals not identi-
fied as depressed ended up in the case or index group.
There would be a diffusion of the variable (internal validity
threat) because both “cases” (individuals with the charac-
teristic) and “controls” (individuals without the character-
istic) were inadvertently in both groups instead of being
restricted to their respective groups. The unreliability of
measures often is surprising.

Among the dramatic examples, there has been keen
interest in research in understanding racial, ethnic, and
cultural differences because they can be critical moderators
in both mental and physical health. Race has been used but
with tremendous unreliability in classifying groups (e.g.,
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European American, African American, Hispanic American)
because there are no standard criteria and no firm biologi-
cal classification system (Banton, 2010; Bernasconi, 2010;
Gullickson & Morning, 2011). Among the many issues is
that when investigators or subjects themselves identify
race, the classification can be very unreliable. In consider-
ing the major or broad classifications of racial differences,
obviously the unreliability within a study and across mul-
tiple studies will yield very inconsistent findings. The
meaningfulness of the groups is easily challenged as well
in part because of the enormous heterogeneity within a
given group.

For many variables, reliability of classification does
not seem to be a problem because groupings are obvious.
(“Obvious” is a word that usually precipitates severe anxi-
ety among methodologists—I have taken heavy medica-
tion just to write these next paragraphs.) For example, sex
differences are a frequent source of research in biological
and social sciences. Sex (being male or female) could be the
most obvious classification variable before us (I just took
some more medication), leaving aside the important issue
of sexual identity. Sex is not so easily or perfectly classified
because by many different measures, there are some males
who will be classified as female and females who are classi-
fied as males. Visually looking at individuals to make the
classification would not work perfectly (e.g., hermaphrodites).
Hard core biological indices (e.g., chromosome composition
and hormone levels) do not work perfectly either, at least with
current measures (see Blackless et al., 2000).

A brief digression conveys the point in an interesting
way. In the Olympic games and athletic competition more
generally, there has been keen interest in classifying ath-
letes as males or females, in large part to stop male com-
petitors from entering women-only events. And in such
sports as track and field, but many others, there are events
for males and for females. Sorting people by sex to the cor-
rect locker rooms and events should be easy. (“Easy” in
methodology means “really difficult” and “obvious” means
“not clear at all.”)

Sex testing was introduced into competitive sports in
the 1960s after some interesting instances of athletes who
competed in such events (e.g., one male who bound his
genitals, entered as a woman named Dora and competed
in the 1936 Olympics, the women'’s high jump—he placed
fourth—just missing a medal). Methodologically speaking,
assessment and classification are the issue—how to meas-
ure sex differences so that individuals can be placed into
group to which they belong?

To address these issues, various methods of assess-
ment were tried. Direct observation appears so scientifi-
cally sound that one forgets that the measure could be
demeaning and discriminatory! For example, in the mid
and late 1960s women were required to undress before a
panel of doctors for international athletic competitions.

This became “refined” by directly examining an athlete’s
genital region. At the 1968 Olympics, genetic testing was
introduced as a less demeaning method (e.g., by analyzing
for a sex chromatin as assessed by saliva; this was further
modified in a later Olympics that allowed detection of a Y
[so called male] chromosome gene). While such methods
were less demeaning, they were hardly flawless.

For example, for chromosome testing, some women
(~1 in 500 or 600) would show an abnormal result, not
meet the definition of female, and could be disqualified.
There are a number of disorders of sexual differentiation
that could lead to aberrant (although quite reliable) labo-
ratory results on a measure designed to differentiate
sexes. Those disorders would make a female not meet
some chromosome test but it would be an artifact of the
disorder. For a few reasons, accuracy being one, the
Olympic committee no longer screens for sex differences.
Yet, the issue remains.

In the past decade, a young female world champion
distance runner (Mokgadi Caster Semenya) from South
Africa has won several world championship medals. Yet,
these were not the usual victories. She sped past all other
runners with wide margins, and her times often were so
much faster than any obtained in previous women’s
events. This raised various suspicions including the possi-
bility that she was using performance-enhancing drugs or
other illicit substances or that she was not a female at all
but really a male, or that she had a rare medical condition.
She was tested, not allowed to participate in athletics for a
while, and was part of a huge international issue as many
others including political leaders and human rights indi-
viduals noted a racist theme that might underlie the scru-
tiny, insensitivity in how this was pursued, and violation
of the runner’s privacy (Cooky & Dworkin, 2013). Eventu-
ally, she was allowed to return to track and again won
many races (e.g., a medal in 2012 Olympics). Is she “really”
a female—yes. But if anyone asks that question in general,
be sure to ask for the operational definition of male and
female, i.e., precisely how will that be assessed? As the
Olympic history on this matter shows, there are problems
so far with obvious and not-so-obvious measures.

7.6.3: Further Considerations
Regarding Operationalizing
the Construct

There are critical political, social, and legal issues con-
nected with classification of all kind in research (e.g., men-
tal illness, ethnicity, who is “poor” and who is not) but also
in everyday life (e.g., yes or no—is this the kind of person I
want to be with for the rest of my life?). The methodologi-
cal point pertains to the grouping itself, i.e., how the clas-
sification is made. In the sex difference, boys and girls and
men and women can be distinguished for most purpose in



everyday life. Yet, for research that seeks reliable, replica-
ble, and more objective means of making classifications,
the classification is not perfect and merely looking at an
individual (visual inspection) is not quite accurate apart
from embarrassing and annoying. Also, genetic testing
(given variation in genotype and phenotype) is considered
not to be ready for prime time to help (Wonkam, Fieggen, &
Ramesar, 2010). This discussion also merely refers to gross
biological differentiation. When one adds to this gender
identity or how one conceives of oneself, i.e., as more male
or female, this becomes a more complex and has yet to be
fully integrated into places where classification and indi-
vidual rights to privacy are considered.

Let us move away from the example to a broader issue
for your own research. When you select groups for a case-
control study or read the report of others, raise the question—
how are the groups delineated? On what measures? And
why this way? (To state that prior research has done it
this way is not usually a good answer unless your study is
going to challenge the standard way. Saying you are follow-
ing what others have done only means you have not
thought about the issue and you are hoping that people
before you did. In methodology, “hope” also is called
“gambling.”)

In making a classification, we usually rely on a par-
ticular measure (e.g., diagnostic instrument or more likely
a particular scale or questionnaire). In cases where there
may be unreliability of the measure, sometimes a large
sample is assessed and only the extremes of the distribu-
tion are considered. For example, on some personality
trait, one might assess a large group and for purposes of
the study select those who are high (> 67th percentile) and
compare them with those who are low (< 33rd percentile).
The rationale is that it is the middle group that is likely to
be more unreliably identified because a few points in one
direction or the other could move them above or below the
median. Selecting extreme groups can be very useful,
depending on the goals of the study, but deleting a large
segment of the sample (in our example, the middle third)
can greatly distort the relations among the measures. The
statistics that result (correlations, multiple correlations,
beta weights, odds ratios) will be quite different from that
would come from using the entire sample. The desirable
practice here depends on the question. Sometimes one is
only interested in talking about and studying a very spe-
cial subgroup (e.g., extremely inhibited children) and
focusing on a very special group is quite fine. Other times
one wants to see the relation (e.g., correlation) across the
entire spectrum (e.g., children who vary from inhibited to
extraverted) and one includes all. The continuum can be
divided (e.g., high, medium, low) on some characteristic
for purposes of description but the full range to see the
relation of one variable (e.g., depression) with another
(e.g., later eating disorder).
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7.7: Selecting Groups

7.7 Recognize the importance of selecting the right
group in research

Identifying the construct and the means through which it
will be assessed usually dictates the sample. Yet, it is useful
to distinguish issues related specifically to the sample to
draw attention to concerns that can undermine the infer-
ences the investigator wishes to draw. The key question is
to ask, what is the population from which the cases will be
drawn? Among the options are samples from the commu-
nity, clinic, or other social agency.

7.7.1: Special Features of the Sample

Cases that are drawn from a clinic or social agency may
have special characteristics that make them unrepresenta-
tive of the larger community sample. As mentioned previ-
ously, these special characteristics may influence
(moderate) the direction or magnitude of the relation
between the variables of interest from what it would be
like in the community sample. This is a particularly impor-
tant point to underscore in psychology studies using case-
control designs.

In epidemiology, where case-control designs flourish,
large-scale investigations often are completed that focus
on representative and randomly selected cases.

For example, representative cases might be identified
by sampling from multiple sites to represent the popula-
tion of interest. Drawing from different geographical areas
(e.g., of the country) and rural and urban settings or sam-
pling across different countries would be examples. Once
the areas are selected, random selection may be used by
sampling randomly on the basis of streets, neighborhoods,
or phone numbers. Invariably, such sampling (like the cen-
sus) is not perfect (not everyone is home, has a telephone,
or sends in printed measures), but the sample is clearly
representative of the population within sampling error to
the best that research can accomplish.

In psychology’s use of case-control and cohort designs,
samples are often selected from special settings (e.g., clin-
ics, agencies, schools) where some feature about the
recruitment process may influence the associations that
are studied.

For example, if one is interested, say, in studying agora-
phobia (fear of open places) and in comparing cases versus
controls, the population from which one samples may be
critical. Individuals with agoraphobia who come to a clinic
for treatment may be very special insofar as they have come
to a clinic, by whatever means and that variable alone may
contribute to or interact with the results. Perhaps they are
more severely impaired (or less severely impaired because
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they could leave their homes to begin with) or more (or less)
likely to have additional (comorbid) disorders than individu-
als with agoraphobia in the community who never sought
treatment. It is not necessarily the case that one sample is bet-
ter than another—it depends on the question of the investiga-
tor. However, it is important to think about the population in
a case-control or cohort study because features of that popu-
lation may limit the construct validity conclusions of the
study. That is, one cannot talk about the main characteristic of
the sample (e.g., agoraphobia) without noting as well that it is
patients who meet one or more other criteria such as self-
selection or severity of dysfunction. Related here is external
validity because one might not readily extend the conclusions
to a nonself-selected group if a reasonable case can be made
that they are likely to differ from those who were studied.

7.7.2: Selecting Suitable Controls

In case-control and two-group cohort studies, emphasis is
given to defining the “case” group, i.e., those who have the
characteristic or problem of interest. The control or compari-
son group warrants very careful consideration because it is
often this group that limits the study and the kinds of state-
ments the investigator can make. Typically, the investigator is
interested in evaluating a special group (e.g., patients with
bipolar disorder or schizophrenia, children with a specific dis-
ease, persons exposed to a special experience, people with
interest in methodology) and wishes to make specific state-
ments about this group on a set of dependent measures. The
difficulty arises when that special group is compared with a
“normal” (community sample) control group. This latter
group includes persons who are identified because they do
not have the disorder, dysfunction, or special experience.

Healthy controls often is the term used to refer to subjects who
are from the community recruited because they do not meet the
criteria for the dysfunction or disorder that is the main focus of
the study.

(As we will see, the very term “healthy controls” hints
that there could be a construct validity problem.) The
results invariably show that the special group (e.g., with
bipolar disorder) is different from the healthy control sub-
jects on the measures of interest (e.g., fMRI, some emotion
regulation or cognitive task). Although the interpretation
may focus on the special group (bipolar patients), the
“healthy” comparison group is often insufficient to permit
specific inferences to be drawn about the special group and
the construct of interest.!

Consider the following examples of studies where
patients were compared with healthy control subjects:

¢ Bipolar adult patients show significant cognitive defi-
cits (social cognitive domain and overmentalizing)
compared with healthy controls (Montag et al., 2010);?

¢ Patients with schizophrenia differ in cortical thickness
(portions of the brain) and in working memory with
which cortical thickness is likely to be associated when
compared with healthy controls (Ehrlich et al., 2012); and

¢ Patients with social phobia, when given a face-perception
task (with emotional and neutral stimuli), show lower
activation (fMRI) in areas of the brain related to emo-
tional processing (precuneus and posterior cingulate
regions) when compared with healthy controls (Gentili
et al., 2009).

No cryptic or bulleted sentence can ever do justice to
each of the studies that were cited. Yet the point can be
made. In each of these studies, there is a construct validity
problem. The authors want to say that the target group has
unique characteristics and that those characteristics are
related to the clinical disorder of interest. They may be
completely correct, but we cannot tell from the studies. Dif-
ferences between a patient group and a healthy control
group could be due to being a patient, having impairment
in any area of functioning associated with being a patient,
and having a psychiatric disorder rather than the specific
disorder included in the study. There are all sorts of other
characteristics (e.g., physical symptoms and conditions,
motor, perceptual, neuropsychological, and cognitive) that
are associated with psychiatric disorders and any one of
these could make a patient group differ from a nonpatient
group. Also, many characteristics (e.g., genes, some symp-
toms) are general across many disorders (Caspi et al., 2014;
Cross-Disorder Group of the Psychiatric Genomics Con-
sortium, 2013). In short, the construct validity problem
emerges because the interpretations (construct) the authors
would like to make are not really allowed by the design of
the study. The findings raise the prospect that having a
psychiatric disorder could explain the findings, leaving
aside the specific disorder. Stated another way, the “healthy
controls” allows the general conclusion such as “unhealthy”
subjects differ from healthy controls. This level of generality
is not what the investigators had in mind when designing
the study.

7.7.3: Additional Information
on Selecting Suitable Controls

The construct validity issue is clearer by looking at another
set of studies that included patients and healthy controls,
as in the studies mentioned previously. However, each of
these studies added a third control group to reduce if not
eliminate the construct validity concern I raised in the
other studies. Consider another set of examples:

¢ Patients with bipolar disorder show greater impair-
ment in neurological and cognitive functioning when
compared to healthy controls. Yet, a third group was
included, namely, individuals who did not have



bipolar disorder but did have mild cognitive impair-
ment (Osher, Dobron, Belmaker, Bersudsky, &
Dwolatzky, 2011). The finding showed that both
patient groups were different from healthy controls
but no different from each other on several measures
(e.g., memory, executive functioning, information
processing). They were different on other measures
(visual-spatial processing, attention, and motor
skills). The use of a patient control group clarifies the
finding—some features were related to the specific
disorder but many were not. Had only the healthy
controls been included, all of the measures would
have distinguished patients from nonpatients.

e Patients with a diagnosis of intermittent explosive
disorder (IED) were higher on a measure of rela-
tional aggression (e.g., peer directed, romantic part-
ner directed) than healthy controls (Murray-Close,
Ostrov, Nelson, Crick, & Coccaro, 2010). (IED is char-
acterized by extreme and uncontrollable expressions
of anger that are disproportionate to events that
seem to have precipitated them.) Yet, a third group
was included of individuals who met diagnostic cri-
teria for other disorders (varied). The patients with
IED were much higher in relational aggression than
both healthy control and other disorders groups.
Inclusion of the other disorders group helped the
construct validity because the authors can say hav-
ing any diagnosis is not the reason relational aggres-
sion is high.

* Based on prior research, there was reason to expect
brain differences (cortical thickness in various brain
regions) for children with major depression (Fallucca
et al., 2011). Magnetic resonance imaging was used,
and children with depression were compared with
healthy controls. Yet, a third group was included that
consisted of children with obsessive-compulsive
disorder—a patient group without the expectation of
the brain characteristics evaluated in this study. The
results found unique characteristics as predicted for the
children with depression; obsessive-compulsive disor-
der and healthy controls were no different. The con-
struct validity was greatly enhanced because we can
rule out that the predicted difference would be evident
by the presence of any disorder.

No one study is expected to be definitive and hence
citing the individual studies as I did oversimplifies the
area of work in which each study is conducted. Thus,
each study I highlight might be one of several and across
all of the studies, construct validity may be clearer. Even
so, the construct validity issue I noted is important
and undermines the findings of the first group of studies
that did not include a comparison group other than
healthy controls.
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If one wants to talk about a specific disorder in a case-
control study, it is advisable to include another group
with some other disorder not expected to show the char-
acteristic. Healthy controls are fine to include but more
often than not insufficient to support specific comments
about the patient or target group.

In general, case-control studies require special
efforts to isolate the construct of interest. Special atten-
tion is required in assessing the construct by making
implausible other interpretations that might explain
group differences. The selection of groups that vary in
the construct of interest, and to the extent possible only
in the construct of interest, is a critical beginning.
Emphasis in developing a study is on identifying the
case group, where much more attention must be given to
deciding and finally selecting controls to which cases
will be compared.

There is an interesting challenge in selecting healthy
controls in clinical research on patient populations. Con-
trols may be identified from a community sample and
defined as individuals who do not meet criteria for the
psychiatric diagnosis of interest or indeed for any diag-
nosis. Excluding individuals from the group of controls
based on diagnostic information is fine; however, it is
important to bear in mind that community samples have
a significant amount of clinical dysfunction. Individuals
sampled from the community, whether children, adoles-
cents, or adults, show relatively high rates (~25%) of psy-
chopathology (e.g., Kessler et al., 2004). Thus, sampling
individuals from the community to serve as a control
will inevitably include some individuals with clinical
dysfunction. They may be weeded out once clinical dys-
function is assessed. I mention this in passing only to
note that “healthy controls” are sort of super healthy.
They do not show key characteristics of individuals in
community samples, a quarter of whom are likely to
show dysfunction. This may or may not be important to
consider in the screening criteria used for controls. Again,
it is important for the investigator to consider quite
precisely what purpose the control group is to serve and
to make sure that, to the extent possible, the selection
criteria that are invoked address the specific issues the
investigator has in mind.

7.7.4: Possible Confounds

A critical issue is that there may be variables that are pos-
sibly confounded with the selection criterion for deline-
ating groups. For example, one might compare teenage
mothers and female teenagers who do not have children.
Any group differences on some set of dependent meas-
ures might be due to the differences in being a mother.
Obviously, other variables may be different for these
groups and are potential confounds that could explain
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the results. For example, teen mothers tend to have lower
SES, to drop out of school at higher rates, and to have
previously experienced physical or sexual abuse, just to
mention some features with which teen motherhood can
be associated (e.g., Al-Sahab, Heifetz, Tamim, Bohr, &
Connolly, 2012). Some effort has to be made within the
study to address these other variables and their role in
differentiating groups.

If confounding variables are not evaluated, conclusions
will be reached that the primary variable (motherhood
status) was the basis of the findings. Yet, there are many
plausible rival interpretations if key confounding varia-
bles are not considered in the design or data analysis.

Controlling for potential confounds is not a methodo-
logical nicety or added features to impress advisors or
reviewers. The substantive conclusions of research
depend on ruling out or making implausible threats to
validity. Potential confounds are about threats to con-
struct validity but also can lead one wildly astray if not
controlled. How stark can differences be when controlling
or not controlling confounds? Please do not sip your cof-
fee for the next 2 minutes.

A recent study, the largest cohort study of its kind in
the United States (N > 400,000) included adults (50-71
years of age) to evaluate whether coffee is related to an
earlier-than-expected death (Freedman, Park, Abnet,
Hollenbeck, & Sinha, 2012). The participants were fol-
lowed for 14 years, and death was evaluated from dis-
eases (cardiovascular, stroke but other causes such as
accidents—combined indices of multiple outcomes, sort
of an overall summary measure, are sometimes referred
to as “all-cause mortality”). Main finding: The more cof-
fee one consumed, the higher the rates of mortality; that
is, there is a positive relation (more of one [coffee] is asso-
ciated with more of the other [rates of mortality in the
observed period]). This is the first conclusion, namely,
higher rates of coffee drinking may not cause early death
but it is definitely related. But as the paid TV commer-
cials say, “Wait, there’s more.”

Coffee consumption is associated with (confounded
by) higher rates of cigarette smoking and alcohol consump-
tion, lower rates of exercise, and poor diet. Individuals
who consume coffee are more likely to have these other
characteristics. When these characteristics are controlled
statistically, we have the second conclusion, i.e., coffee con-
sumption and mortality are inversely related (more of one is
associated with less of the other). Greater coffee consump-
tion is associated with lower rates of early death. Control-
ling confounds led to the opposite conclusions. Very
important to know because now one can look into how
coffee may contribute—it does not seem to be caffeine only
one of scores of compounds in coffee, because decaf had
the same benefits!

As an aside, applying the findings to one’s own life is
interesting and both findings in the coffee example are rel-
evant, namely, coffee is associated with a worse outcome
(dying younger) or better outcome (dying older). Both are
accurate. If one drinks a lot of coffee and also has some of
the other characteristics (cigarette smoking, poor diet, etc.),
the earlier death finding is more relevant. If one drinks a
lot of coffee but does not have those other characteristics,
the later death finding is more relevant.

Another way to state all of this is to note that the impact
of coffee consumption on early death is moderated by
other health-related factors (cigarette smoking, poor diet,
etc.). A moderator means that coffee consumption makes
a contribution to outcome (not dying early) but the direc-
tion of its effect depends on a bunch of other things.

(Recall that one source of research ideas is the study of
moderators. One can see from the coffee example how
moderators can make a huge difference and in the process
can be very interesting in the results they produce.)

7.7.5: More Information on
Possible Confounds

Obviously, controlling confounds (or assessing modera-
tors) can be critically important for the conclusions one
reaches. There are several ways in which confounds can
be addressed—some from the design of the experiment
and some from the data analyses. From the standpoint
of the design, groups (e.g., in a case-control study) can
be matched on variables that could confound the group
differences. For example, if the study compared teen
mothers and female teenagers who do not have children
one could match on SES, educational achievement, his-
tory of abuse, parent marital status (divorced, single),
and family history of antisocial behavior, which are
known to be related to early teen pregnancy. Mentioned
before were more comprehensive ways of matching than
just using a few or even hundreds of variables. Propen-
sity score matching was mentioned as one set of ways in
which this is done.

More commonly used are techniques in which poten-
tial confounding variables are entered into statistical tests
(e.g., regression equations) as covariates. This latter method
is a statistical way to ask—once these other variables are
controlled, are female teens different in important ways as
a function of having children?

What do you think?

One can match teen mothers and nonmothers on potentially
confounding influences. A dilemma is that if groups are
equalized or matched on such variables, the investigator
cannot evaluate the impact of these variables in differentiat-
ing groups. Matching on a set of variables has to be decided



on the basis of the purpose of the study, i.e., whether one
wishes to hold one variable constant so that others can be
evaluated, or whether one wishes to identify the range of
predictors that delineate groups. From the standpoint of the
design, it is often useful to make the comparison with the
confounds present (i.e., compare all the teen mothers and
nonmothers) to see what the differences are. Then in the
same study, it is useful to compare the mothers with a
matched subsample (within the study) of nonmothers where
the confounding differences (e.g., SES, education) are con-
trolled. Thus, a comparison might be mothers with just those
other nonmothers in the sample who are matched for SES
and education or analyses with key variables (demographic
variables that may not be of interest) controlled. This was
how the study was done on coffee and mortality. Examine
the relations (coffee consumption and death) with and with-
out confounds controlled.

Data-analytic strategies play a major role in evaluating
potential confounds. The goal of data analyses usually is to
identify whether the variable of interest makes a contribu-
tion to the outcome independently of the confounding
variable(s). The analyses can be done in many different
ways. Statistical adjustments for possible confounding var-
iables can be made (e.g., partial correlations, analyses of
covariance) to consider confounding variables individu-
ally or as a group. Also, regression analyses can be com-
pleted (e.g., hierarchical regression, logistic regression) to
test individual predictors (primary variable, confounding)
in relation to the outcome.

Statistical analyses (e.g., path analyses, structural equa-
tion modeling) can evaluate the relations in more integra-
tive ways than just controlling or removing the impact. It
is useful to precede statistical analyses with a conceptual
model of the relation among variables that are being
assessed. Conceptual models can specify the relations of
constructs to each other (e.g., education, SES, abuse prac-
tices) and in relation to the outcome.

For example, in the hypothetical example of teen
mothers versus females of the same age who are not moth-
ers, the models can test whether education and SES make
separate contributions to the outcome, whether their influ-
ence is direct or indirect (e.g., through some other varia-
ble), and the relative contribution (strength of the relations
among different variables). Testing a model to evaluate
multiple variables is an excellent way to handle potentially
confounding variables. The reason is that “confound” is a
relative concept, i.e., the main variable and potential con-
found in my study (e.g., SES and diet, respectively) may be
the confound and main variable, respectively, in your study.
If the issue is to understand multiple influences on an out-
come and how they work together, use of a conceptual and
statistical model to explain the interrelations among influ-
ences is an excellent design strategy.
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7.8: Time Line and
Causal Inferences

7.8 Determine how incorrect reporting of the predictor
and the outcome leads to incorrect findings

A critical issue in case-control research pertains to the time
line. One of the hazards the investigator must consider is to
keep the conclusions in line with what the design can dem-
onstrate. The most common problem is to imply a causal
relation when the design does not permit comments about
the time line. Consider as an example a cross-sectional,
case-control study. The outcome of interest (grouping vari-
able) may be an anxiety disorder in children (present or
not) and the other characteristic (hypothesized antecedent)
may be family stress. Children and their parents are
assessed on a single occasion and complete various meas-
ures of child anxiety and family stress. The results may
indicate that children who show the outcome (anxiety dis-
order cases), compared with those who do not (no-disorder
controls), come from families that are more highly stressed.
Clearly, the study demonstrates a correlation between two
variables. The theory underlying the study may pose a
directional relation in which family stress occurs before
child dysfunction and through some process makes the
child vulnerable, so that new stressors manifest themselves
in anxiety. Actually, the results are consistent with hypoth-
eses in either direction: stress as an antecedent to anxiety or
anxiety as an antecedent to stress. In the absence of other
evidence, this study does not establish stress as a risk fac-
tor for anxiety.

Statistical analyses commonly used in this type of
research (e.g., discriminant analysis, logistic regression,
structural equation modeling) may inadvertently contrib-
ute to the view that one variable precedes the other.

The language of many data-analytic strategies iden-
tifies some variables as predictors or independent vari-
ables (e.g., family stress) and others as outcomes or
dependent variables (e.g., presence or absence of anxiety
disorder).

Also, computer output may have fancy lines and
arrows to imply that one construct leads to another. The
data analyses make no assumption of a time line for the
variables that are entered; the distinction between anteced-
ent (independent) and outcome (dependent), from the
standpoint of the steps (discriminant function) of the anal-
yses, is arbitrary. Clearly, the statistics are not at fault, but
it is easy to misinterpret the results.

Consider how the language used in reporting results can
exacerbate the misunderstanding. In our example, a typical
conclusion might be worded that, family stress predicted child
anxiety disorder (regression analysis, discriminant function)
or family stress increased the risk of child anxiety disorder
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(logistic regression). Such communications could be mistaken
to suggest that family stress came first in the family stress-
child anxiety sequence and even perhaps had a causal role in
anxiety. “Predictor” in the output of a statistical program
does not mean there is a timeline but in everyday life the
word does. Understandably investigators complete their
statistical analyses using the meaning of the statistical
program and then in the discussion of the results slip into
something more comfortable, namely, the implied time line.

7.9: General Comments

7.9 Report the utilities of case-controlled designs over
experimentally studied ones

Case-control designs and their variations permit evalua-
tion of human characteristics and experiences that usually
cannot be readily studied experimentally. (One has to qual-
ify this with “usually” because often nonhuman animal
studies can vary the characteristics experimentally by ran-
domly assigning to varied experiences or using techniques
to induce a condition that serves as a model for what
humans may have.) The designs are not inherently weak
because they are observational, rather than experimental.
Indeed, major advances in medicine, health, and nutrition,
as just a few exemplary areas (e.g., risk factors for heart
disease, various forms of cancer, impact of fats in one’s
diet) have emerged from such studies. The thinking and
methodological sophistication of the investigator must be
particularly astute with observational designs. Ingenuity
of the investigator in selecting cases and controls and in
data-analytic strategies that might be used to partial out
influences is particularly important.

Most courses in methodology and research design in
psychology do not include observational designs and their
many options. This is unfortunate because the designs often
are used in published research within clinical, counseling,
and educational psychology. Of course, the main task of the
investigator in observational or experimental research is
essentially the same, namely, to decide in advance of the
study precisely what he or she wishes to conclude. The preci-
sion of the statements one wishes to make determines key
features of sampling, group formation, the design, and data
analyses. In observational research, some threats to validity,
such as subject selection (internal and external validity) and
interpretation of the relation between the independent and
dependent variables (construct validity) emerge in ways dif-
ferent from their equivalent in true experiments.

This chapter has focused on observational designs
because of their frequent use in clinical research. The designs
were treated at length to give attention to the many issues
that can emerge in their execution and interpretation. It is
important to note in passing that observational and experi-
mental research can be combined in a single study. One
might hypothesize that two groups of individuals (e.g., new
criminal offenders vs. career criminals; or new methodolo-
gists vs. career methodologists) will respond differently to an
experimental manipulation (e.g., a task that is designed to
induce empathy). The study is both observational (cases,
controls) and experimental (manipulation provided to one
half of the cases and one half of the controls) and forms a 2 x 2
factorial design. Factorial designs are a convenient way to
combine different types of variables and now in this context
a way of combining different types of designs. I mention the
designs again only to avoid the impression that research is
either experimental or observational.

Summary and Conclusions: Case-Control and Cohort Designs

In observational studies, the investigator evaluates the var-
iables of interest by selecting groups rather than experi-
mentally manipulating the variable of interest. The goals of
the research are to demonstrate associations among varia-
bles, but these associations may move beyond correlations
to causal or at least approximations of causal relations. The
studies can be descriptive and exploratory by trying to
assess the scope of characteristics that may be associated
with a particular problem or theoretically driven by trying
to test models that explain the characteristics and how dif-
ferent influences relate to each other and to the outcome.
Case-control studies were identified and include those
investigations in which groups that vary in the outcome or

characteristic of interest are delineated. Typically two
groups are compared (e.g., depressed vs. nondepressed
patients) to evaluate a range of characteristics that may be
evident currently (cross-sectional, case-control study) or
may have occurred in the past (retrospective, case-control
study).

These designs are extremely valuable in understanding
characteristics associated with a particular outcome,
in unraveling the patterns of multiple influences and
their relation, and in delineating subtypes by showing
distinctions among individuals who have experienced
the outcome (e.g., types of depression among the
depressed group).



Alimitation of these designs is that they do not permit
strong influences to be drawn about what led to the out-
come of interest.

Cohort studies are quite useful in delineating the
time line, i.e., that some conditions are antecedent to and
in fact predict occurrence of the outcome. In a single-
group cohort design, a group that has not yet experienced
the outcome of interest is assessed on multiple occasions
and followed over time. At a later assessment, subgroups
are delineated as those who do or do not show the out-
come. Analyses can then identify what antecedents pre-
dicted the outcome. Birth-cohort studies have been a
special case that have generated fascinating results related
to physical and mental health because cases are often
followed for decades.

Although a cohort study may begin with a single
group, sometimes two or more groups are studied
(multi-group, cohort design) to evaluate their outcomes.
In this case, individuals may be selected because they
show a characteristic but will be followed to examine yet
another outcome. In some cases, multiple cohorts of dif-
ferent ages may begin the study and followed over time
(accelerated, multi-cohort longitudinal design). The goal
is to chart a particular developmental course over an
extended period, but drawing on different groups to
sample portions of that period.

Data from cohort studies often are used to classify, select,
and predict a particular outcome. Sensitivity and specificity
were discussed as key concepts related to the accurate identi-
fication of individuals who will show an outcome (sensitiv-
ity or true positives) as well as accurate identification of
individuals who will not show an outcome (specificity or
true negatives). The various permutations about predicting
an outcome and in fact obtaining that outcome are all critical

Case-Control and Cohort Designs 191

to understanding prediction in general and key areas of clini-
cal research such as risk for a particular outcome.

Case-control and cohort designs provide very powerful
research strategies. The designs address a range of ques-
tions pertaining to how variables operate to produce an
outcome (mediators, mechanisms) and the characteristics
(moderators) that influence whether and for whom a par-
ticular outcome occurs.

The designs have been developed in other disciplines
(epidemiology and public health) but are used routinely in
clinical psychology. The designs require special attention
to ensure construct validity of the results, i.e., that the con-
clusions can be attributed to the constructs the investigator
has in mind, rather than to other influences. Critical issues
related to designing and interpreting observational studies
were discussed, including the importance of specifying the
construct that will guide the study, selecting case and con-
trol groups, addressing possible confounds in the design
and data analyses, and drawing causal inferences.

Critical Thinking Questions

1. What are the differences between true experiments and obser-
vational designs?

2. What are the differences between a concurrent, cross-sectional
design and a prospective, longitudinal design?

3. What would be an example (hypothetical or real) of cohort
design?

Chapter 7 Quiz: Observational Research: Case-Control
and Cohort Designs



Chapter 8

Single-Case Experimental
Research Designs

Learning Objectives

8.1 Identify some of the main features of the
single-case experimental research designs

8.2 Analyze trend and variability as the two
main aspects of stability of performance of
an experiment

8.3 Report why experimental designs and their
constituents are important in drawing the
correct research conclusion

8.4 Describe the functionality of the ABAB
design

8.5 Review the functionality of the multiple-
baseline design

The goal of research is to draw scientifically valid infer-
ences, i.e., research conclusions about phenomena that are
as free as possible from the various threats to validity and
sources of bias. The means consist of a variety of arrange-
ments (designs) and practices (e.g., random assignment of
participants, using various control groups, using reliable
and valid measures, keeping observers naive) to help
achieve the goal. In considering methodology, researchers
often focus primarily on methodological practices. For
example, in group research certainly random assignment
of subjects to conditions is an absolute must and to even
question that violates key sections of the Methodology Bible.
One reason we use random assignment is to distribute nui-
sance variables (all the potential influences we do not care
about in our study) across groups, so the likelihood of
selection biases is minimal. But sometimes we can achieve
the goal in other ways (e.g., through various statistical
matching procedures) and here too it is the goal rather than
the p